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Preface

Purpose

This text is intended to be used in a classroom course for engineers and scientists. It covers the
theory, science, and art of modern instrumentation and measurements (I&M). There is more
than enough material to support two semesters’ work. Thus, the instructor has the option of
choosing those topics and the depth of coverage that suit his or her interests and curriculum.
Because of its breadth, Introduction to Instrumentation and Measurements, Third Edition, will also
be useful as a reference for the practicing engineer and scientist interested in 1&M.

Why have a classroom course in I&M? In the United States, over the past three or four
decades, many electrical engineering departments have discontinued classroom courses
on the theory and practice of I&M. In the past decade, we have also seen the swift devel-
opment of new and exciting means of measurement using new technologies, the adoption
of new standards, and, concurrently, the lack of development of a coherent educational
base to support their understanding and use. Using an instrument in the laboratory is not
the same as understanding the physical and electronic principles underlying its design,
and its functional capabilities and limitations. Clearly, there is now more than ever a need
for classroom experience in the new 1&M that will give students the necessary technical
background to use and design sensors, signal conditioning systems, and 1&M systems.
I feel that this text supports that need.

This text was written based on my 40 years of experience in teaching a classroom course
(EE 230) on electrical instrumentation to juniors and seniors in the Electrical and Computer
Engineering Department at the University of Connecticut, Storrs. Obviously, in more than
40 years, we have seen the field of 1&M evolve with the rest of electrical engineering tech-
nology. Because of the rapid pace of technical development, it generally has been difficult
to find an up-to-date text for our electrical instrumentation course. After years of frus-
tration in trying to match a text to course content, I decided to write one that would not
only encompass the traditional aspects of 1&M, but also include material on such topics as
modern integrated circuit (IC) and photonic sensors, micro-electromechanical (MEM) and
nano-electromechanical (NEM) sensors, chemical and radiation sensors, signal condition-
ing, noise, data interfaces, basic digital signal processing (DSP), etc.

Reader Background

The reader is assumed to have taken core EE curriculum courses or their equivalents. He or she
should be skilled in basic, linear circuit theory, that is, should have mastered Thevenin’s and
Norton’s theorems, Kirchoft’s laws, superposition, dependent sources, and ideal op-amps,
and should know how to describe DC and AC steady-state circuits in terms of linear loop and

xix
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node equations. An introductory systems course should have given him or her familiarity with
both time- and frequency-domain methods of describing linear dynamic systems char-
acterized by ordinary, linear, differential, or difference equations, including state space,
Fourier, Laplace and z-transforms, transfer functions, steady-state frequency response of
systems, as well as Bode plots. From physics or an EE course in electromagnetics, the reader
should have a basic knowledge of electric and magnetic fields, inductance, capacitance,
reluctance, transformers, etc. There should also be some familiarity with electromagnetic
waves, Maxwell’s equations, transmission lines, and polarization. From a first course in elec-
tronics, there should be basic knowledge of bipolar junction transistors (BJTs), junction field-
effect transistors (JFETs), diodes, and photodiodes and their simple linear circuit models.

Scope of the Text

A major feature of this book is its breadth of coverage. Throughout the text, a high level of
mathematical analytical detail is maintained. It is not a picture book; we have assumed that
readers have already had contact with basic electrical instruments, including oscilloscopes
and meters in their introductory EE and physics labs.

In the following paragraphs, we give an overview of the contents:

Chapter 1, Measurement Systems, is an introductory chapter, which illustrates typical
measurement system architecture and describes sensor dynamics, signal conditioning,
and data display and storage. Errors in measurements are discussed, including the mean-
ing of accuracy and precision, limiting error, etc. The recent (1990) quantum standards
adopted for the volt and the ohm are described, as well as other modern electrical and
physical standards.

In Chapter 2, Analog Signal Conditioning in Instrumentation, we describe, largely at the
systems level, means of conditioning the analog outputs of various sensors. Op-amps, dif-
ferential, instrumentation, autozero, and isolation amplifiers are covered. Applications of
op-amps in active filters, differential instrumentation amplifiers, charge amplifiers, phase-
sensitive rectifiers, etc., are shown. We also give practical consideration to errors caused
by offset voltage, bias currents, input impedance, slew rate and gain x bandwidth product,
etc. There is also a section on nonlinear signal processing with op-amps.

Noise and Coherent Interference in Measurements are treated in depth in Chapter 3. A heu-
ristic yet rigorous approach is used in which we define and use one-sided, noise voltage
and current power density spectra to describe the effect of noise in instruments and mea-
surement systems. Noise factor and figure are defined, and output signal-to-noise ratios
are used to evaluate measurement system resolution. Examples are given of calculations
of the noise-limited resolution of the quantity under measurement (QUM). Techniques are
shown for the minimization of coherent interference.

The traditional topics of DC Null Methods of Measurement and AC Null Measurements are
covered in Chapter 4 and Chapter 5, respectively. Wheatstone and Kelvin bridges and
potentiometers are described in Chapter 4, and the major AC bridges used to measure
inductance, Q, capacitance, and D are treated in Chapter 5. Material in this chapter includes
a description and analysis of the Anderson current loop method of reading sensor outputs.

A Survey of Sensor Mechanisms is presented in Chapter 6. This is a large and substantive
chapter covering a broad range of sensor mechanisms and types. Of special note is the
introduction of certain fiber-optic and electro-optic sensors, as well as selected chemical
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and ionizing radiation sensors. The Sagnac effect is introduced, and the basic fiber-optic
gyro is described. New material in Chapter 6 includes a description and analysis of sen-
sors based on the giant magnetoresistive effect (GMR) and the anisotropic magnetoresis-
tive (AMR) effect. Pyroelectric IR sensors are also introduced. Means of measuring the
rotation of linearly polarized light is presented. A substantive section on photomultiplier
tubes and channel-plate photomultipliers is also provided.

Chapter 7, Applications of Sensors to Physical Measurements, presents a detailed analysis of
mechanical gyroscopes, clinometers, and accelerometers. It covers the Doppler effect in ultra-
sonic velocimetry and laser Doppler velocimetry. It also provides an introductory section on
the global positioning system (GPS), a section on optical interferometry, and an extensive
introduction to spectrophotometry, sonoluminescence, and surface plasmon resonance used
for substance quantification. The measurement of force, pressure, and torque is also covered.

In Chapter 8, Basic Electrical Measurements, the classic means of measuring electrical
quantities are presented, as well as newer methods such as Faraday magneto-optic amme-
ters and Hall effect gaussmeters and wattmeters. Electronic means of measuring stored
charge and static electric fields are also described.

Digital Interfaces in Measurement Systems are covered in Chapter 9. It begins with a
description of the sampling theorem, aliasing and quantization. The traditional topics of
hold circuits, digital-to-analog convertors (DACs), and many types of ADCs are covered.
The chapter also deals with data buses. New material includes a section on dithering as
a means to reduce quantization noise, a section on delta—sigma ADCs, and a section on
the ubiquitous universal serial bus (USB). Virtual instruments and PCI eXtensions for
Instrumentation (PXI) systems are also described.

Chapter 10, Introduction to Digital Signal Conditioning in Instrumentation, was written to
acquaint the reader with this specialized field because digitized, measured data is pro-
cessed and stored on computers in modern instrumentation practice. The z-transform and
its use in describing filtering operations on discrete, digitized data in the frequency domain
are introduced. Examples of FIR and IIR digital filters are given, including numerical
integration and differentiation routines, viewed both in the time and frequency domain.
The discrete and fast Fourier transforms are covered, and the effect of data windows on
spectral resolution is discussed. Finally, the use of splines in interpolating discrete data
sequences and in estimating missing data points is described.

Anall-new Chapter 11, Solid-State Chemical Microsensors and Wireless Instrumentation, has been
written to address these contemporary topics. Modern tin oxide gas sensors are described,
as well as ChemFETs, ISFETs, and Schottky-diode-based chemical microsensors. Electronic
noses (E-noses) are introduced. Wireless data transmission (WDX) protocols are described
along with certain radio chips and their antennas, including a new section describing
broadband, space-saving, fractal antennas. Energy-harvesting ICs and supercapacitors are
described, as well as absorbable electronic circuits for temporary implants in living systems.

Chapter 12, Introduction to Mechanical Microsensors, is another all-new chapter covering
mechanical microsensors (MEMS and NEMS). It covers micromachined electromechani-
cal accelerometer designs, several MEM rate gyro designs, and cantilever-based MEMS.
Resonant cantilevers are shown to make effective chemisensors.

In Chapter 13, Examples of the Design of Measurement Systems, four examples of complex
measurement systems developed by my students and myself are given to illustrate design
philosophy: (1) a self-nulling microdegree polarimeter to measure glucose concentration;
(2) a system to detect and locate partial discharges on underground, high-voltage power
cables; (3) the design of a laser velocity and distance measuring system; and (4) the design
of capacitance sensors to detect hidden objects.
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Home Problems

Chapters 1 through 12 are followed by problems taken from my extensive classroom experi-
ence in teaching courses in 1&M at the University of Connecticut. The problems are doable;
they are student tested. A home problem solutions manual is available from the publisher.

Glossary

This book has a comprehensive glossary covering the acronyms and abbreviations used in
the broad field of I&M. It also describes and defines many terms used in the text.

References and Bibliography

The references cited encompass a wide time span, from the 1950s to the present. There are
many recent entries of review articles and specialized texts that should lead the reader
interested in pursuing a specialized area of 1&M further into a particular field.

Index

A complete index allows the reader to access topics featured and not featured in the
contents.

Features

Every chapter in this book has been revised to reflect modern technology. Traditional
material has been retained, however. Two new chapters have been added containing
contemporary material. They expand the scope of the text to include geophysical, chemi-
cal, micromechanical, and photonic instrumentation. Some of this unique new material
includes the following:

¢ The Anderson current loop technology for conditioning the outputs of remote
resistive and capacitive sensors is found in Chapter 4.

® Thedesign of optical polarimeters and their application to polarization-responding
Sensors.

¢ Photonic measurements with photomultipliers and channel-plate photon sensors.
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* The Sagnac effect and fiber-optic gyroscopes are introduced as a sensitive means
of measuring angular velocity.

e Vibrating mass and vibrating disk rate gyros are introduced. The novel Humphrey
air jet gyro is analyzed. Traditional pendulum as well as fluid-filled clinometers
are described.

¢ The global positioning system (GPS) and the various modifications to improve its
accuracy are described.

e Substance detection using photons is introduced in Chapter 7. Dispersive, nondis-
persive, and Fourier transform spectroscopy are described, as well as sonolumi-
nescence and surface plasmon resonance.

¢ Chapter 9 on digital interfaces has new sections on dithering, delta-sigma ADCs,
data acquisition cards, the USB, and virtual instruments and PXI systems.

e An all-new Chapter 11 describes solid-state chemisensors, including tin oxide gas
sensors, Schottky diode chemisensors, chemFETs, ISFETs, and E-noses and intro-
duces radio ICs for use in WDX. Broadband, compact, fractal antennas are also
described.

* A new Chapter 12 covers micromachined IC accelerometers and rate gyros and
describes resonant MEM cantilever chemisensors.

MATLAB® is a registered trademark of The MathWorks, Inc. For product information,
please contact:

The MathWorks, Inc.

3 Apple Hill Drive

Natick, MA 01760-2098 USA
Tel: 508-647-7000

Fax: 508-647-7001

E-mail: info@mathworks.com
Web: www.mathworks.com
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Measurement Systems

1.1 Introduction

In this introductory chapter, we will examine the architecture of typical, modern measure-
ment systems and discuss how noise, calibration errors, sensor dynamic response, and
nonlinearity can affect the accuracy, precision, and resolution of measurements. We will also
discuss the contemporary physical and electrical standards used by the National Institute
of Standards and Technology (US NIST, formerly the US National Bureau of Standards
[NBS]) and discuss how these standards are used to create secondary standards used for
practical calibration of measurement systems.

Measurement systems are traditionally used to measure physical and electrical quanti-
ties, such as mass, temperature, force, pressure, Velocity, angular Velocity, acceleration,
capacitance, and voltage. However, they also can be designed to locate things or events,
such as the epicenter of an earthquake, employees in a building, partial discharges (PDs)
in a high-voltage (HV) power cable, or a land mine. Often a measurement system is called
upon to discriminate and count objects, such as red blood cells, fish of a certain size swim-
ming past a check point, or bottles of beer on a conveyor. Also, a measurement system may
have the task of measuring the concentrations of chemical substances, such as various ions
in solution such as H*(pH), Na*, K*, CI-, or SO,~, the concentrations of antibodies or other
biological molecules in solution, or the concentrations of certain explosive or toxic gasses
such as CH, or carbon monoxide. A measurement system is often made part of a control or
regulatory system. The old saying that “if you can’t measure it, you can’t control it” is cer-
tainly a valid axiom for the control engineer as well as for the instrumentation engineer.

The reader should realize that the field of instrumentation and measurements (1&M) is rap-
idly changing, and new standards, sensors, and measurement systems are continually being
devised and described in the journal literature. The IEEE Transactions on Instrumentation
and Measurement, the Review of Scientific Instruments, the IEEE Transactions on Biomedical
Engineering, and the Journal of Scientific Instruments are four of the more important periodi-
cals dealing with the design of new measurement systems, instruments, and standards.

1.2 Measurement System Architecture

Figure 1.1illustrates the block diagram of a typical measurement system. The quantity under
measurement (QUM) is converted to a useful form, such as a voltage, current, or physical
displacement by an input transducer or sensor. (Note the distinction between a sensor and
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FIGURE 1.1

A generalized measurement system. Note: QUM = x = quantity under measurement. S = sensor. A = amplifier.
SCF = signal conditioning filter (analog). DSO = digital storage oscilloscope. ATR = analog tape recorder.
AAF = anti-aliasing filter (analog). n, = noise accompanying the QUM. 1, = equivalent noise from electronics.
15 = equivalent quantization noise. ADC = analog-to-digital converter. The digital computer can further filter
and store digitally V,, the conditioned sensor output: V, = x + 1, + n,.

a transducer: both devices are sensors; however, transducers have the property of being
able to convert an input signal to some analog quantity.) An example of a transducer is a
piezoelectric crystal. A mechanical displacement (or, equivalently, a force or pressure) applied
to the crystal produces an output voltage; an input voltage to the crystal produces a mechan-
ical displacement. Another example of a transducer is a loudspeaker: a current through
the voice coil causes cone displacement; the rate of mechanical displacement generates a
proportional current output because the voice coil moves in a magnetic field.

The output of the sensor, here assumed to be a voltage, is amplified and filtered by a
signal conditioning subsystem. The purposes of the signal conditioning subsystem are to
amplify, give a low or matched output impedance, and improve the signal-to-noise ratio
(SNR) of the analog signal proportional to the QUM. The conditioned analog signal, V,,
can be distributed to various display and recording devices. V, can be displayed on an
analog or digital oscilloscope or a strip-chart recorder. It can also be recorded on a mag-
netic tape recorder, or it can be low-pass filtered to prevent aliasing and then periodically
converted to digital words by an analog-to-digital converter (ADC). As you will see, the sen-
sor output can be wirelessly communicated (from sensor S to amplifier A) to the rest of the
measurement system by modulated radio frequency or light beam.
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The ADC output, Dy, is generally made an input to a digital computer through an appropri-
ate A/D interface. Once in the computer environment, the sampled and digitized QUM can
be further (digitally) filtered and processed and stored on a magnetic hard and/or floppy disk
or on an optical disk in digital form. Often the sensing instrument contains an ADC and is
connected to a computer by a special instrumentation bus such as the USB, GPIB, or IEEE-488
bus (Hewlett-Packard [HP] calls the GPIB the HPIB). The General Purpose Instrumentation
Bus (GPIB) is organized so that many GPIB-compatible sensing instruments can be managed
by one master (host) computer. More will be said about the GPIB in Chapter 9.

Note that there are three major sources of noise in the typical measurement system shown
in Figure 1.1: noise sensed along with the QUM (environmental noise), noise associated
with the electronic signal conditioning system (referred to its input), and equivalent noise
generated in the analog-to-digital conversion process (quantization noise). These noise
sources generally provide a limit to measurement system resolution and to its accuracy.

Many sensors provide the rate-limiting element in a measurement system. That is, the
response speed of the sensor is much slower than any of the other elements in the system.
As a result of sensor dynamics, a measurement system can require a minimum settling
time before a stable measurement can be made when there is a step change in the QUM.
That is, a settling time is required for the sensor to reach a steady-state (SS) output.

1.2.1 Sensor Dynamics

Sensor dynamics generally fall into one of three categories: first-order low-pass, second-order
low-pass, and band-pass. A general example of a first-order, low-pass sensor is shown in
Figure 1.2A. Here, the QUM is x(f), and the sensor output is a voltage, v,(f). The ordinary
differential equation (ODE) relating v, and x is

¥y (t) =—av, (£)+Kx () (1.1a)
x(t) K Vx(t)
X(S) s+a Vx(S)
(A)
v,(0) A
XKIa oo
v,(t) = X Kla(l—e™)
t
0 >
X, >
A x(t)

FIGURE 1.2

(A) Transfer function of a sensor with first-order, low-pass dynamics in Laplace format. x(t) is the QUM; X(s) is
its Laplace transform. v,(t) is the sensor’s output voltage, V,(s) is its Laplace transform, where a is the natural
frequency in r/s of the sensor. (B) Time domain step response of the first-order sensor.



4 Introduction to Instrumentation and Measurements

or

O, (1) T=—0, (£)+Ktx(t), (1.1b)

where
a is the natural frequency of the sensor in r/s
T =1/a is its time constant in s

The solution of the ODE previously given for a step input, x(f) = X, U(t), gives

o (t) _ XK (1_8—‘”) = XOKT[l—exp[_Tt ]:|, t>0. (1.2)

a

The sensor step response is plotted in Figure 1.2B. Note that the response is within 5% of
the SS value for t = 3t and within 2% of SS for t = 47. The transfer function for the first-
order, low-pass sensor is found by Laplace transforming the ODE, Equation 1.1a,

Vels) _ K _
X(s) s+a Hs), (13)

and its SS, sinusoidal frequency response is found by letting s = jw in Equation 1.3.

Second-order sensor dynamics fall into one of three categories, depending on the location
of the roots of the characteristic equation of the ODE. These categories are underdamped
(with complex-conjugate roots in the left-half s-plane), critically damped (with two, equal
real roots on the negative real axis in the s-plane), and overdamped (with unequal real roots
on the negative real axis in the s-plane). In all cases, the real parts of the ODE'’s roots are
negative, as the sensor is assumed stable. The second-order ODEs for the three damping
conditions are as follows:

Uy =0, (200, ) — 0y (mﬁ)+ Kx(t) (underdamped:0<{<1.) (L4a)
0, =—0, (2a)—v.a° + Kx(t) (critically damped: { =1.) (1.4b)
U, =—0, (a+b)—v,ab+Kx(t) (overdamped:{>1.) (1.4¢)

In the underdamped case, Equation 14a, { is the damping factor and o, is the undamped
natural frequency in r/s. For an underdamped sensor, 0 < { < 1, and the roots (poles) of the
ODE are located in the s-plane at s = -, + jo,+/1-{*. The critically damped sensor has
two roots at s = —w,,, and the overdamped sensor’s ODE has roots at s = -2 and s = —b.

These conditions are shown in Figure 1.3. Using Laplace transforms, we can find the step
response of the second-order sensor for the three preceding conditions. The step response
for the underdamped case is

1

KX, . 2
v, (t) = o {1—ﬁexp(—gmnt)sm[wml(l—g )t+¢]}, (1.5)
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FIGURE 1.3

s-plane pole positions of a second-order, low-pass sensor’s transfer function. For overdamping ({ > 1), the poles
are real at s = —a and —b. For critical damping ({ = 1), the poles are both at s = -, and for underdamping
(0 < ¢ < 1), the two poles are complex conjugate at s=-{m, £ jw,/1-C> .

where

d=tan'| Y ! g & (1.6)

The underdamped, second-order system step response is illustrated in Figure 1.4A. The
step response of the critically damped sensor (¢ = 1) is shown in Figure 1.4B and is
KX,

v, (t) 2 (l—e"” —ate"”). (1.7)

Finally, the step response of an overdamped sensor having two real poles (at s = —a and
s = —b) is shown in Figure 1.4C and can be written as

v, ()= K;Z" [l—bl_a(be”t —ae”t):|, b>a. (1.8)

While the three types of low-pass sensor dynamics described earlier are most commonly
encountered, sensors exist, which do not respond to a constant (DC) QUM. The QUM must
in fact be time varying to produce a sensor output. Such sensors are said to have a band-
pass frequency response characteristic and can be described by the ODE:

v, ==0,(a+b)—v,.(ab)+Kx, b>a. (1.9
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FIGURE 1.4

Step response for different types of second-order sensors: (A) Underdamped (0 < { < 1) with complex-conjugate
poles. (B) Critically damped (¢ = 1). (C) Overdamped ({ > 1) with real poles at s = —a and —b. (D) Overdamped,
band-pass sensor (one zero at s = 0).

The corresponding transfer function for a band-pass sensor with two real poles is

Vi(s) Ks
X(s) (s+b)(s+a)

(1.10)

The output voltage step response of a band-pass sensor rises from zero to a peak and then
goes to zero in the SS; it is illustrated in Figure 1.4D and is given by

o, ()= %(e"" —e‘“). (1.11)

A piezoelectric crystal pressure transducer is an example of band-pass sensor.
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1.2.2 Overview of Signal Conditioning

The voltages or currents obtained directly at the output of a sensor are generally low level
and contain additive noise and coherent interference picked up from the environment of
the QUM and from the sensor itself. Sometimes the measurement process or the sensor
introduces a nonlinear distortion of the QUM (as in the case of hot wire anemometers), which
must be linearized. The analog signal conditioning module following the sensor thus must
amplify the sensor output voltage and perform linear filtering on it in order to improve the
SNR. Such amplification and filtering is usually performed by a low-noise instrumentation
amplifier followed by op-amp (OA) active filters. Compensation for inherent nonlineari-
ties, including corrections for temperature changes, is most easily done digitally, with a
computer. Thus, the sensor output, after analog conditioning, is converted to digital form
by an ADC and read into the computer as a binary number. If the digitization (sampling)
is done on a periodic basis, it is common practice to use the analog signal conditioning
system to low-pass filter (LPF) the input to the ADC so that the ADC input voltage contains
no significant energy having frequencies in excess of one-half of the sampling frequency.
This low-pass filtering before sampling is called anti-aliasing filtering and is necessary for
accurate digital signal processing (DSP). Sampling and anti-aliasing filters are discussed
in detail in Chapter 10.

Digital signal conditioning can also be used to effectively remove coherent interference
accompanying the QUM and to calculate functions of the sampled signal such as its root-
mean-square (RMS) value, its autocorrelation function, or its root power spectrum. It is
now common practice to store digitized measurement records on floppy or hard magnetic
disks, on optical disks, or on video magnetic tape in digital form.

1.3 Errors in Measurements

Errors in measurements can arise from many causes; there are remedies for some types of
errors, but others haunt us as intrinsic properties of the measurement system under use,
and often can be mitigated by system redesign.

A. Gross errors in a measurement can arise from such human mistakes as follows:
1. Reading the instrument before it has reached its SS. Such a premature reading
produces a dynamic error.
2. Not eliminating parallax when reading an analog meter scale and incorrect
interpolation between analog meter scale markings.
Mistakes in recording measured data and in calculating a derived measurand.
4. Misuse of the instrument. A simple example of this source of error is when
a 10 V full-scale analog voltmeter of typical sensitivity (20,000 Q/V) is con-
nected to a voltage source having a high Thevenin resistance (e.g., 100,000 Q).
Significant voltage is dropped across the internal (Thevenin) resistor.

w

B. System errors can arise from such factors as follows:

1. The instrument is not calibrated and has an offset; that is, its sensitivity is
off, and it needs zeroing. Loss of calibration and zero can occur because of
long-term component value changes with aging or changes associated with
temperature rise.
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2. Reading uncertainty from the presence of random noise. This noise can accom-
pany the measurand and can arise from the signal conditioning electronics in
the system.

a. External noise from outside is called environmental noise and often can
be reduced by appropriate electric and magnetic shielding and proper
grounding and guarding practices. Environmental noise is often coherent
in nature and can come from poorly shielded radio-frequency sources,
such as computers or radio stations. Powerline frequency electric and
magnetic fields can also be troublesome, as can be ignition noise.

b. The significant, internally generated random noise may be shown to arise
in the first stage of an instrument’s signal conditioning amplifier. Some of
this noise comes from resistors (Johnson or thermal noise), some comes
from the active elements (transistors) in the headstage, and some comes
from the quantization or roundoff inherent in the operation of ADCs in
modern digital instruments.

3. Slow or long-term drift in the system can destroy the certainty of static mea-
surements, that is, measurements of measurands, which are not varying in
time. Drifts can cause slow changes of system sensitivity and/or zero. Drift
may arise as the result of a slow temperature change as a system warms up.
Many parameter values can change with temperature, such as capacitance,
resistance, inductance, the electromotive force (EMF) of standard cells, and
the avalanche voltage of pn junctions. Humidity changes can also affect circuit
parameter values, including resistance and capacitance. Good system design
involves temperature regulation of the system and the use of low or zero tem-
perature coefficient (tempco), sealed components. In integrators such as charge
amplifiers, output drift can also be caused by the integration of the OA’s DC
bias current.

Drift or system offset can also arise from DC static charges affecting ana-
log electronic circuits. In some cases, the face of an analog meter can become
charged with static electricity, which attracts or repels the meter pointer, caus-
ing an error.

In the following, we discuss the concepts of accuracy, precision, resolution, limiting error

(LE), and various error statistics. To begin our quantitative discussion of errors in measure-
ments, we define the error in the nth measurement as

e, =X,,-Y, (1.12)
and

€

%e == 100, (1.13)

n

where
Y, is the actual, true, defined, or calculated value of the QUM
X, is the nth measured value of the QUM
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Philosophically, the use of Y, in these may present an ontological problem because one
can argue that the true value can never be known, as it is the result of a nonideal measure-
ment process. In which case, we might take Y, to be defined by a high-resolution, primary
standard. Nevertheless, error as given in Equation 1.12 is generally an accepted definition.
In some cases, the absolute value signs in the %e expression may be omitted, and the %
error can be negative.

The accuracy, A,, of the nth measurement is defined as

n’

Ay =1- Yo =) (114)
Y,
The percent accuracy is simply
% A, =100 - %e = Ax100. (1.15)
The precision of the nth measurement is defined as
p=1- %=X (116)
X
X is defined as the sample mean of N measurements:
1 N
X=—) X, 117
N 2 (117)

Low noise accompanying the QUM and in the signal conditioning system is required as a
necessary (but not sufficient) condition for precision measurements. Precision measurements
also require a measurement system capable of resolving very small changes in the QUM,
say one part in 107. Consequently, many precision, high-resolution measurement systems
rely on null methods, such as used with AC and DC bridges and potentiometers. The high
resolution inherent in null measurements comes from the fact that the bridge components
themselves are known to high precision, and the null sensor is capable of resolving very
small voltage or current differences around null. The null condition equation(s) allows
calculation of the QUM to high precision, given high-accuracy components (parameters).

Accurate measurements require the use of a precision measurement system, which is
calibrated against a certified, accurate standard.

Other statistics used to describe the quality of a series of measurements are the
deviation, d,; the average deviation, Dy; and the standard deviation, Sy, defined as follows:

d, =X, -X. (1.18)
1 N
Dy=1; zdn. (1.19)

N
I e
Sv =y ;dn =0, (1.20)
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The variance of X is simply Sy and can be shown to be equal to

1% S\2
% :NZXg—(X) =2 (1.21)

n=1

If we assume that samples of the QUM, X,, obey a normal or Gaussian probability density
function (PDF), then the probable error, pe, in any one observation is defined such that
there is a 50% probability that X, lies between X —pe and X + pe. From the normal PDF, it
is easy to show that pe = 0.6745c, to satisfy the preceding condition.

A noisy set of measurements will have a small X/c,, which may be considered to be an
RMS SNR. If we increase the total number of measurements, N, the SNR can be shown to
improve by a factor of V/N.

The resolution in measuring the QUM is related to the precision of the measurement and
is basically the smallest unit of the QUM, which can be reliably detected. Resolution can
be expressed statistically.

Analog-indicating instruments with scales covering about 90° of arc provide a funda-
mental limitation to measurement system accuracy, even when null measurements are
performed. Large, mirror-scale analog meters with knife-edge pointers can usually be
read to no better than 0.2%, or 2 parts/thousand. Oscilloscopes generally offer slightly
poorer resolution. As a result of this physical limitation to resolution, direct-reading
instruments with digital outputs are used when accuracies better than 0.2% are needed.
Null instruments have taps and verniers to permit high resolution.

LE is an important parameter used in specifying instrument accuracy. The LE, or
guarantee error, is given by manufacturers to define the outer bounds or worst-case
expected error. For example, a certain voltmeter may be specified as having an accuracy of
2% of its full-scale reading. If on the 100 V scale, the meter reads 75 V, the LE in this reading
is (2/75) x 100 = 2.67%.

In many cases, such as in the determination of a resistor value by Wheatstone bridge,
the QUM must be calculated from a formula in which various system parameters, each
having a specified accuracy, appear. Thus, we must derive a formula for the determina-
tion of the LE in the value of the calculated QUM. Let the QUM be a function of N vari-
ables, that is,

Q=f(X1,Xa,..., Xn). (1.22)

Let us assume each variable, X, is in error by +AX;. Hence, the calculated QUM will be
noisy and will be given by

A

Q:f(XliAXthiAXQ,...,XNiAXN). (123)
Q can be expanded into a Taylor’s series for N variables. For one variable,

2 2 n-1 n-1
iﬁ_i_ d J: (AX) 4+t d nfl (AX) +Rn_
dx 1!  dx® 2! dx" ! (n-1)!

f(X+AX)=f(X)+ (1.24)
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Hence, for the N variable case,

A of o of
=f(X,X5,...,. X AX;+ AX AX
Q f( 1, &2 N) {axl 1+ X, 2t +8XN N}

+{a Laxi P+ 2L ax,) 4

2! oX? 0X3
{SX{( Xl) +- }+ (1.25)

The second and higher derivative terms are assumed to be numerically negligible. Thus,
the maximum or worst-case uncertainty in Q can be finally approximated by

af AX;.

AQuax =|Q- Q\ (126)

As an example of the use of Equation 1.26 for worst-case uncertainty, let us examine the
LE in the calculation of the DC power in a resistor:

P=I°R (1.27)
SO
APyax = 2IRAI + I’AR (1.28)
and
Aux o228 (1.29)

Thus, if the LE in R is 0.1%, the 0-10 A ammeter has 1% of full-scale accuracy, the resistor
value is 100 Q and the ammeter reads 8 A, and the nominal power dissipated in the resis-
tor is 6400 W, then the LE in the power measurement is

APyiax
p

= 2% +0.001=0.026 or 2.6%. (1.30)

As a second example, consider finding the LE in calculating the Nernst potential for potas-
sium ions across a semipermeable membrane, given by the following equation:

RT
EK = Sll’l( E(: J, (131)

where
Ris the gas constant
T is the Kelvin temperature
3 is the Faraday number
C, is the potassium ion concentration outside a semipermeable membrane
C, is the potassium concentration inside a compartment bounded by the membrane
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To find the LE in calculating Ey, we differentiate Equation 1.31 according to Equation 1.26:

AEg = Rin[ o |aT|+ REACo| IRT AC; (1.32)
S i S CO S Ci
Now if we divide Equation 1.32 by Equation 1.31, we find
AEg AT| A, 1 | a1 |
— MM = — |+ + . 1.33
Ex T|'|C In(G/G) | C In(C./C) (1.33)

Let the temperature at 300 K be known to +£0.1° and C,be 100 mM, C; be 10 mM, and the
concentrations be known to +2%. The LE in Ey is thus found to be

AExux — 0.1 %+%=1,77x1072 or 177%. (1.34)
Ex 300 2.3 2.3

In conclusion, we have seen that Taylor’s series approach to the calculation of LE for a
derived (calculated) measurand provides us with a systematic means of finding the worst-
case error in that quantity. In actuality, the uncertainties in the parameters may fortuitously
combine algebraically to give a lower degree of error. The details of this combination of
errors are unknown to us; however, so we generally take the LE as the outer bound (worst
case) in evaluating the accuracy of a measurement.

Least mean square (LMS) linear graph fitting, or linear regression, is a technique used to
obtain an optimum linear fit of the form y = mx + b to a noisy set of N measurement points,
{Y,, Xi}, k=1, ..., N (such a fit is illustrated for a typical case in Figure 1.5). For example, we
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FIGURE 1.5
[lustration of LMS error fitting of a number of data points with a linear regression line.



Measurement Systems 13

may wish to measure the optical rotation of polarized light, Y, as it passes through sugar
solutions of various concentrations, X;. In the optimum, LMS error fitting of y = mx + b to
the data points, we wish to choose m and b to minimize the function Gf,:

ol = %2{[ka +0]-v). (1.35)
k=1

Equation 1.35 can be expanded to give

03 =) {mPXE 452+ YF + 2mXib— 2% [mX, + D]} (1.36)

In order to minimize 62, we set the derivatives equal to zero:

do, N <
W_o_szszXk—zZYk. (1.37a)

k=1 k=1

962 N N N
D _0=0mY x2+26> X, -2 X Ye. 1.37b
om m; k ; k ; Kk Xk ( )

Equations 1.37a and b can be written as two simultaneous linear equations in m and b and
solved by conventional methods to obtain the following:

YX* - XR,,(0)

b 2 (1.38a)
o’

. w (1.38b)
o

for the y-intercept and the slope of the LMS linear fit, respectively. R,,(0) is the cross cor-
relogram function evaluated at t = 0, given by

N
1
Ry (0)= EXkYk. (1.39)
k=1
The goodness of the fit of y = mx + b to the data set, {Y}, X}, is given by the correlation coef-

ficient for the LMS fit, r, defined as

R, (0)-XY
. M 0<r<i. (140)
0.0,

r* is called the coefficient of determination of the linear regression fit. Obviously, r = 1 indi-
cates a perfect fit, that is, all Y, = mX; + b.

It should be pointed out that not all measurands are linear functions of a single indepen-
dent variable and the preceding analysis represents one of the simpler cases in statistical
data analysis.
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1.4 Standards Used in Measurements
1.4.1 Introduction

One concern of everyone who has occasion to make a measurement is, is the instrument
calibrated? As we have seen earlier, calibration is necessary, along with precision, to enable
accurate measurements to be made. Calibration implies observing the instrument’s perfor-
mance when measuring an appropriate standard.

In 1960, the 11th General Conference on Weights and Measures (aka Conférence Générale
des Poids et Mesures—CGPM) adopted the International System of Units, or SI (Systeme
International d’Unites), based on seven base units (used for primary standards). The SI base
units are given in Table 1.1 (SI 2006).

Table 1.2 shows the derived units computed using the one or more of the seven SI base
units.

Major changes have taken place in the late 1980s in the definitions of the base standards,
and on January 1, 1990, several of these new standards were adopted by the international com-
munity. In the United States, the responsibility for maintaining primary and secondary stan-
dards lies with the US NIST (NIST 2013). NIST also actively seeks to establish new and more
accurate standards and means of transferring their accuracy when calibrating instruments.

1.4.2 Electrical Standards

A standard is a physical representation of the QUM whose true value is known with great
accuracy. Standards can be classified as

1. International standards
2. Primary standards

3. Secondary standards

4. Working standards

International standards are defined by international agreement and are kept at the International
Bureau of Weights and Measures (BIPM) in Sevres, France. An example of an international
standard is the kilogram mass. (More will be said about the mass standard in the following.)
International standards are not available on a daily basis for calibration or comparison.

TABLE 1.1
The Seven SI Base Units
Base Unit Name  Unit Symbol Quantity Quantity Symbol  Dimension Symbol
Ampere A Electric current I I
Candela cd Luminous intensity I, ]
Kelvin K Thermodynamic T
temperature
Kilogram kg Mass m M
Meter m Length Lx,r L
Mole mol Amount of chemical n N
substance
Second s Time t T

Note: Physical standards are used for their determination.
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TABLE 1.2

Units Derived from SI Base Units

15

Derived Unit Name  Symbol Quantity How Derived Dimension Symbol

Becquerel Bq Radioactivity (decays/time)  1/s T

Coulomb Q Electric charge As TI

Degree Celsius °C Temperature relative to K (]
273.15K

Farad F Electric capacitance Q/V M-IL-2T42

Gray Gy Absorbed dose of ionizing J/kg L2T-2
radiation

Henry H Inductance, mutual Vs/A=Wb/A ML2T-2[2
inductance

Hertz Hz Frequency 1/s T

Joule J Work, energy, heat Nm=CV=Ws ML?T-

Katal kat Catalytic activity mol/s NT-!

Lumen Im Luminous flux cd sr ]

Lux Ix Illuminance Im/m? JL-2

Newton N Force, weight kgm/s? MLT-2

Ohm Q Electric resistance, V/A ML2T-3[2
impedance, reactance

Pascal Pa Pressure, stress N/m? ML-1T-2

Radian rad Angle m/m Dimensionless

Siemens S Electrical conductance 1/Q=A/V M-IL2T32

Sievert Sv Equivalent dose of ionizing  J/jg LT
radiation

Steradian sr Solid angle m?/m? Dimensionless

Tesla T Magnetic fields strength Vs/m?2=Wb/m?= MT-2[!

N/(Am)

Volt Vv Voltage, electrical potential W/A=]/C ML2T-3]!
difference, EMF

Watt \Y Electrical power, power, J/s=VA ML2T-3
radiant flux

Weber Magnetic flux J/A ML2T2!

Primary standards are maintained in national standards laboratories in countries around
the world. Primary standards, representing some of the fundamental physical and electri-
cal units, as well as some derived quantities, are independently measured and calibrated
at the various national laboratories and compared against each other. This process leads to
grand or world average figures for the standards. Primary standards are used continually,
but generally do not leave the national standards labs.

Secondary standards are reference standards that are initially calibrated from primary standards
and then used in industry and research labs on a daily basis to calibrate their working stan-
dards, which are used on a daily basis to check and calibrate working laboratory instruments.

1.4.2.1 Volt

The defined international standard for the volt that was in effect from 1908 to 1990 is based on
the open-circuit EMF of the saturated Weston standard cell, first developed in 1892 by Edward
Weston. The Weston cell is an electrochemical battery that consists of two half-cell electrodes
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FIGURE 1.6
Diagram of a saturated Weston standard cell battery.

in a sealed, glass H-tube (see Figure 1.6). In the normal Weston standard cell, the electrolyte
is a saturated aqueous solution of cadmium sulfate (CdASO,). The saturated CdSO, electrolyte
gives the EMF of the normal cell a relatively high tempco, about —40 uV/°C. However, this
form of Weston cell shows higher, long-term, output EMF stability than do cells with unsatu-
rated electrolyte. The EMF of the saturated Weston cell drifts about 1 uV/year, and the useful
life of a well-treated normal cell is 1020 years (Helfrick and Cooper 1990).

Under nearly open-circuit conditions, the EMF of the Weston normal cell in absolute
volts is given by

E(AT) = Eyy — 4.6x10°(AT)=9.5x 107 (AT)? = 1x 10 3(AT)?, (1.41)

where
E,y is the normal cell EMF at exactly 20°C (E,, = 1.01858 absolute volts)
AT = (T°C - 20)

One volt was defined as 1/1.01858 times the EMF of a normal Weston cell at exactly
20°C. Because of their high temperature sensitivity, saturated Weston cells are kept in
temperature-regulated baths in which the temperature is kept constant to within +0.000010°.

The present international standard for the volt was adopted on January 1, 1990, and is
based on a quantum-effect phenomenon that takes place at liquid helium temperatures,
the Josephson effect. One form of a Josephson junction (JJ) consists of two thin films of super-
conducting lead separated by a 1 nm thick layer of lead oxide (Taylor 1990). Another JJ
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design uses superconducting niobium separated by a thin film of Al,O;. Such JJs can be
fabricated into series arrays of JJs using integrated circuit (IC) technology (Popel et al.
1991). Popel et al. reported on the performance of IC arrays with 2,000 and 20,160 JJs, which
were useful as standards in the range of 1 and 10 V DC, respectively.

A single, superconducting J] has the unique property such that when it is irradiated with
microwave energy in the frequency range from 9 to 100 GHz and biased with a DC current,
a precisely known DC voltage appears across the DC portion of the JJ having a stepwise
volt-ampere curve, as shown in Figure 1.7. The voltage of each stable step, Ej, is given by

_nf
E = e \% (142)

where
n is the step number
fis the microwave frequency in GHz
e is the electron charge
h is Planck’s constant

Microwave at
9.5946537 GHz

©
+
I —
’I() ] at Vi
4K
©
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n=4
80 +
n=3
60 —+
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Step
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FIGURE 1.7
Volt-ampere curve for a typical J] voltage standard. The microwave frequency was 9.5946537 GHz. V; is approxi-

mately 1.9 mV at the 97th step, with I; = 24 mA at 4.2 K. (Drawn from data given by Ibuka, M. et al., IEEE Trans.
Instrum. Meas., 32(1), 276, 1983.)
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The quantity (2¢/h) is known as K, the Josephson constant. The Comité International des Poids
et Mésures (CIPM) established a universal standard value for the Josephson constant,
Ko = 483,5979 GHz/V on January 1, 1990. For a typical microwave frequency of 94 GHz,
derived from a Gunn oscillator, the step voltage is seen to be 194.4 V. Exactly 1 V can be
defined as the EMF of a J] when it is irradiated with electromagnetic (EM) radiation at a
frequency of 483,597.9 GHz. Of course, such a frequency is a mathematical convenience;
the JJ would not work when irradiated with 620 nm light, which has that frequency.

When using a JJ array as a primary (SI) standard, the microwave frequency is seen to be
quite critical. Thus, the Gunn oscillator is phase-locked to an ultrastable frequency source,
such as a cesium beam clock. The frequency source that has been used for several designs
of J] array voltage standards has been a 50-60 mW, 93-95 GHz Gunn oscillator.

Figure 1.8 gives a simple schematic of a ]J] array (after Endo et al. 1983), which was used
to calibrate other standard DC voltage sources and DC potentiometers. One of the prob-
lems in operating a JJ array is knowing which quantum step, , the JJs are all on. One pos-
sible way of solving this problem is to obtain a stable array output voltage, then vary the
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FIGURE 1.8
Simplified schematic diagram of a precision potentiometer used to measure unknown EMFs. The potentiom-
eter is calibrated with a standard voltage from a JJ array by adjusting the potentiometer current, Ij,c.
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DC bias current until the array jumps to the next step level, and then adjust the microwave
frequency down to f, until the same output voltage is obtained. Using this protocol, we
can solve for n:

nfy=(n+1)f (1.43)

SO

n= INT{(ﬁ;fZ)]. (1.44)

One can also simply count the steps as the bias current is slowly increased under condi-
tions of constant microwave frequency and power.

The output of an array of N JJs in series all having the same DC bias current and subject
to the same microwave frequency and energy is

V, = NE(n, f). (1.45)

Although the microwave frequency is the critical input parameter to a JJ array voltage
standard, the microwave voltage and DC current must be kept within certain bounds for
stable operation of the JJ array as a quantized voltage source. Hamilton et al. (1991) have
found relations for critical values of the DC current density, J; the length, [; and width, W,
of a J] for maximum stability of the voltage steps (to prevent noise-induced jumps between
steps). They also give an empirical relation for the current range for the nth step, under
optimum conditions. Hamilton et al. (1991) have designed JJ arrays having stable operation
at 24 GHz and producing up to 1.2 V.

Most of the Josephson array voltage standards, which have been described in the lit-
erature (see, e.g., a number of papers on J] standards in the April 1991 IEEE Transactions
on Instrumentation and Measurement, 40(2)), have voltage uncertainties around 2 x 10-%.
Reymann (1991) described a JJ array system that is used to measure Weston normal cell
EMFs to better than 1 nV accuracy. A problem with the operation of JJ array voltage stan-
dards is that the noise-induced instability of the voltage steps leads to jumps to unknown
or uncertain step numbers. It is apparent that the JJ array provides an accurate, flexible, DC
voltage standard, which can be easily adapted for the calibration of secondary standards
and DC voltmeters.

Primary Josephson voltage standards are now commercially available. PREMA®
Semiconductor, Mainz, Germany, (www.prema.com) offers DC voltage standard sys-
tems based on their JVS-7001 and JVS-7010 JJ chips. The chip specifications are given in
Table 1.3.

The Sandia National Laboratories” Primary Standards Lab has also developed a 10 V
JJ primary standard and lists its accuracy as +0.017 ppm. See www.sandia.gov/psl/Dc_
factSheet2008_Final.pdf (accessed April 8, 2013).

1.4.2.2 Resistance

In 1884, an international congress in Paris adopted a reproducible standard for the legal
ohm consisting of a column of ultrapure mercury 106 cm in length and 1 mm? in cross-
sectional area, measured at 0°C. In 1893, the Chicago Congress specified the length of
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TABLE 1.3
Specifications of PREMA® J] Primary Voltage Standard Chips

Parameter 1V Chip 10 V Chip

Chip area 19 x 5 mm? 25 x 11 mm?

Number of JJs 2,400 13,920

Operating temperature 42K 44K

Operating frequency 70-75 GHz 70-75 GHz

Lead and bond wire resistance <3 Q <3Q

Technology Refractory all niobium  Refractory all niobium
full wafer process full wafer process

mercury column of the international ohm to be 106.3 cm and specified the weight of the mer-
cury to be 14.4521 g. The mercury ohm proved to be a poor standard. Mercury has a high
tempco, requiring close thermoregulation of the standard in an ice bath. Slight impurities
in the mercury also contribute to errors in certainty, and variations in the design of the end
terminals caused errors in the resistance. According to Stout (1950), another major cause
of error in the design of the international ohm was nonuniformity in the diameter of the
glass tubing. It was found that a 30 ppm change in the measured resistance could result
from an undulation in the axis of the glass tube too small to be detected by eye.

In the 1920s, work was done on defining an absolute ohm as a derived quantity based
on the fundamental units of length, mass, and time. The absolute ohm was determined
through the use of a rotating commutator or conductor whose speed must be known, giv-
ing the time dependency. The determination also used either a self- or mutual inductance,
whose value was determined by calculations involving the dimensions. Not surprisingly,
the absolute ohm’s value was found to differ significantly from that of the international
ohm. One absolute ohm was equal to 0.9995052 international ohms. The absolute ohm and
other absolute electrical units were formally adopted on January 1, 1948.

After 1892, working standard, wire-wound, one ohm resistors made of the alloy manganin
were developed and in 1897 were calibrated in terms of the mercury ohm as defined in 1893
by the Chicago Congress. The US NBS adopted the Rosa design, one ohm manganin, wire-
wound resistor in 1910 as the international ohm. In 1931, an improved, standard resistor
design by J. L. Thomas was adopted at NBS. The cross section of a Thomas-type, one ohm
standard resistor is shown in Figure 1.9. This resistor uses a double-walled construction,
with the resistance wire-wound on the inner cylinder, and the space between the cylinders
is filled with dry air and sealed. The center cylinder is filled with oil for temperature sta-
bilization and control. In the Rosa-type resistor, the resistance wire windings are in direct
contact with dry oil in a sealed can. Rosa resistors are available in decade sizes, typically
1, 10, 100, 1k, and 10k ohm:s.

In 1966, HP developed an improved standard resistor design, their 11100 series, which
achieved superior temperature stability and precision through the use of new materials
for insulation, resistance coil support, and the resistance wire. HP used the alloy Evanohm
for the coil (75% nickel, 20% chromium, 2.5% aluminum, 2.5% copper). According to HP,
Evanohm has an a-tempco of 0 to +2 ppm/°C, a high resistivity, and a relatively flat resis-
tance vs. temperature curve, and it is insensitive to moisture. The Evanohm wire coils of
the HP 11100 resistors are suspended in sealed, dry oil and supported by an inner polyester
coil form and an outer form, rather than a metal form such as used in the Rosa or Thomas
resistors. HP claimed the following specifications for its 11100 series resistors: Limit of
error at 25°C and 100 mW power dissipation is =6 ppm (0.0006%) with reference to the
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Cross section of a Thomas-type standard resistor. (From Stout, M.B., Basic Electrical Measurements, 2nd edn.,
Prentice-Hall Inc., Englewood Cliffs, NJ, 1960, Fig. 4.2. With permission.)

legal ohm (1966) maintained by NBS. Rated tempco is +4 ppm. Drift per year is <20 ppm
(100 kQ). Power rating is 100 mW. Internal trim resistance permits adjustment of +25 ppm.
Connections are NBS-type, 4-terminal, oxygen-free copper, nickel-rhodium plated.

Note that the HP 11100 standard resistors can be set to within +0.15 ppm of their nominal
(true) resistance, but the 1966 NBS primary standard has an uncertainty of +6 ppm.

At the present time, the Fluke 742 series, 4-terminal, working standard resistors are
available in values from 1 Q to 19 MQ. The Fluke 742 series resistors are used at ambient
room temperatures, from 18°C to 28°C, with resistance changes ranging from +1.5 (10k)
to +4 (19M) ppm, showing excellent temperature stability—no oil baths are required.
Calibration uncertainty at 23°C ranges from +1.0 ppm for 1-100 Q sizes to +10.0 ppm (10 M)
and +20.0 ppm (19 MQ). Stability over 1 year ranges from +8.0 ppm (1-10 Q) to +10.0 ppm
(19 MQ). (See the Fluke website: http://us.flukecal.com/products/electrical-calibration/
electrical-standards/742a-resistance-standards-0 [accessed April 8, 2013].)

Electro Scientific Industries (ESI) also makes transfer standard resistors. The ESI model
SR1060 resistance transfer system consists of six transfer standards in decades from 1 Q to
100 kQ. Each decade standard is composed of 12 nominally equal resistors matched to within
+10 ppm. Each decade standard can be configured as 10 resistors in series, 10 resistors in paral-
lel, or 9 of the 10 resistors in series/parallel. By making a 1:1 comparison with the 10th resistor,
itis possible to resolve a series/parallel value to better than +1 ppm. All of the standards except
the 100 kQ standard are immersed in an oil bath for temperature stability. The ESI SR1060 resis-
tance transfer standard system is initially calibrated to +10 ppm traceable to the NIST primary
standard. Long-term stability is +35 ppm for 1 year, and tempcos are +15 ppm/°C for 1 Q and
+5 ppm for 100 Q to 100 kQ. (See www.esi.com/Products.aspx [accessed April 8, 2013]))
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On January 1, 1990, the international 1&M community adopted a standard for the ohm
based on the quantum Hall effect (QHE). This definition of the ohm, like the JJ definition
for the volt, is based on fundamental physical constants, rather than an artifact (such as
a column of mercury). The QHE was first described by the noted physicists von Klitzing
et al. (1980). The operation of a basic Hall effect sensor at room temperature is described
in Section 6.2.4.2. The ordinary Hall sensor is a four-terminal device; one pair of terminals
is used to inject current into the thin, doped semiconductor bar, which is ordinarily per-
pendicular to a magnetic field, B. The second pair of terminals, as shown in Figure 6.22, is
used to pick off the Hall EMF. It can be shown that the Hall EMF is given by

_ RuB,

Ey p

(1.46)

where
B, is the B field component in the y-direction, orthogonal to the current density vector, J,
I, is the injected current
h is the thickness of the doped semiconductor bar in the y-direction
Ry, is the Hall coefficient

Ry = —1/gn for n-doped semiconductor and 1/gp for p-doped semiconductor. g4 is the mag-
nitude of the electron charge in coulombs, 7 is the electron donor doping density, and p is
the hole donor doping density.

The Hall sensor was seen to be useful in measuring magnetic fields and, indirectly, elec-
tric power. As will be illustrated in the following, the properties of the Hall sensor change
markedly as its temperature approaches 0 K, and it is subject to strong, DC magnetic fields.

Figure 1.10 illustrates an isometric view of a quantum Hall resistor (QHR). Modern QHRs are
generally fabricated from GaAs/AlGaAs heterostructures. The channel width may range from
150 to 250 pym, and the distance between lateral voltage contacts on the same side may range
from 300 to 600 um (Piquemal et al. 1991). The thickness of the aluminum-doped conducting
channel may range from 10 to 100 nm (von Klitzing 1986). The QHR has six or eight terminals:
two for current, two for voltage, and two or four for measuring body resistivity or voltage in
the x-direction. Under normal operation, the QHR is operated at a constant, DC current bias, I..
I, values ranging from 10 to 50 pA are typically used. A very strong, DC magnetic field, B, on
the order of 4-15 T, is generated by a superconducting coil in close proximity to the QHR.

A QHR is generally operated at temperatures ranging from 0.3 to 2 K, with 1.20 K being
commonly used. As can be seen from Figure 1.11A, as the magnetic field is varied under con-
ditions of constant DC bias current, the Hall resistance assumes a series of steps of precisely
known values, regardless of the exact B, I, or temperature and material of the QHR semicon-
ductor. The quantum Hall resistance, Ry;, has been shown by von Klitzing (1986) to be given by

— RK- 90 h

Ru(j)=E1 LY (147)

L] qj

where
h is Planck’s constant
q is the electron charge
j is the step number (integer)
Ry.gp 1s the von Klitzing constant (universally adopted as 25,812.807 Q on January 1, 1990)
Ey; is the measured DC Hall voltage
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FIGURE 1.10

Isometric view of a quantum Hall device. (Adapted from von Klitzing, K., The quantum Hall effect, in The
Physics of the Two-Dimensional Electron Gas, ].T. Devreese and EM. Perters, eds., Plenum Press, New York, 1986.)
Vy is the Hall EMEF; V__ is the voltage drop due to the DC current, I; and B, is the strong, DC magnetic field.
A gallium—-aluminum-arsenide heterostructure was used. Operating temperature is typically 0.3 K.

For all QHR devices, the quantum Hall resistances are as follows:

Ry(1)=25,812.807 Q, Ru(2)=12,906.400 Q,
Ru(3)=8,604.2690 Q, Ry(4)=6,453.2018 Q,
Ru(5)=5,162.5614 Q, Ry(6)=4,302.1345 Q.

The value of Ry(1) is defined as one von Klitzing.
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(A) Plot of the quantum Hall resistance, Ry, and V., vs. B,. Note that there are plateaus of Ry = Eyy/I, over a range
of B, on which Ry; is precisely defined. In this case, T = 0.3 K and I, = 50 pA. (B) Detail of the i = 6 quantum Hall
step. Note that there is a distinct minimum of V., at the flattest part of the Ry; curve. Conditions are the same as
in Figure 1.11a. (From Jaeger, K.B. et al., I[EEE Trans. Instrum. Meas., 40(2), 256, 1991. With permission.)

Also plotted in Figure 1.11A is the voltage drop in the x-direction. Note that V,, has
minima that occur at the centers of the E(B) or Ry(j, B) steps. This is shown more clearly
in Figure 1.11B in which the value of V,, shown as B, is varied over the range producing
the Ry(4) step (Jaeger et al. 1991). Figure 1.12 illustrates the schematic of a simple series cir-
cuit, which is used to compare the QHR with a secondary standard, using Ohm’s law and
precision DC nanovoltmeters and DC picoammeters.

Comparisons between quantum Hall resistance measurements made in various stan-

dards laboratories around the world suggest that the QHR method of defining the ohm
has an uncertainty of less than one part in 108.
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FIGURE 1.12
Schematic of a circuit used to compare a QHR with a secondary standard resistor. (From Jaeger, K.B. et al., IEEE
Trans. Instrum. Meas., 40(2), 256, 1991. With permission.)

1.4.2.3 Current and Charge

In a metallic conductor, such as a copper wire, the moving charge is electrons, whose
average velocity is in the opposite direction to defined (in the United States) current flow.
In semiconductors, two kinds of mobile charges are involved: holes and electrons. In
p-semiconductor material, the intrinsic semiconductor is doped with electron-accepting
atoms, and the majority charge carrier is holes. In n-material, electron donor atoms provide
electrons as the majority carrier. In wet (chemical and biochemical) materials, the carriers
are generally ions, although electrons are involved at metal/metal salt electrode interfaces.

In the SI system of measurements, the ampere is defined to be the basic unit of current,
and current is considered to be a fundamental unit of measurement. Before the SI proto-
cols were adopted, current was considered to be a derived quantity, namely, 1 C of charge
per second flowing past a perpendicular plane through a conductor. Charge was consid-
ered to be a fundamental quantity in the older, MKS system. In the SI system, charge is
derived and has the units of current times time. One coulomb is the charge transferred
when one ampere flows for exactly one second. Charge can also be measured by using the
relationship that the voltage on a capacitor is equal to the charge divided by the capaci-
tance, or that the change in voltage on a capacitor is equal to the change in charge divided
by the capacitance.

Early definitions of the ampere made use of the electrolytic reduction of silver ions from
a standard silver nitrate solution at a platinum cathode. Metallic silver is electroplated out
on the cathode at a rate proportional to the electric (DC) current flowing in the external
circuit. After a known time, the cathode is removed from the electroplating cell, dried, and
weighed. Since the gram-molecular weight of silver is known, as is Avogadro’s number
(cf. Glossary), the accumulated weight of silver on the cathode is proportional to the total
charge transferred in the circuit over the known time. At the London Conference of 1908,
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the international ampere was defined as that (DC) current that deposits silver at the rate of
0.00111800 g/s from a standard AgNO; solution. This definition was based on a knowledge
of the gram-molecular weight of silver (107.868) and Avogadro’s number, N,, which is the
number of molecules (hence Ag* ions) in one gram-molecular weight of a substance. The
value of N, is presently accepted by NIST to be 6.0221415 + 0.0000010 x 10 mol~ (Fox and
Hill 2007). Avogadro’s number was recalculated for 2Si enriched to 99.985% by Fox (2012)
to be 6.02214129(27) x 10%.

Because of the lack of precision and repeatability of the silver electroplating method, the
international ampere was superceded in 1948 by the absolute ampere. The determination of
the absolute ampere is made using a current balance, which weighs the force between two
current-carrying coils. By definition, the SI absolute ampere is the constant (DC) current,
which, if maintained in two, straight, parallel conductors of infinite length and negligible
circular cross section placed 1 m apart, in vacuo, will produce between these conductors
a force of 2 x 107 N/m length. If the same current is traveling in the same direction in
the two, parallel conductors, it may be shown the force exerted between the conductors is
attractive and is given by

2
F= % N (1.48)
T

where
d is the separation of the conductors in m
L, is defined as 41 x 107 Wb/A m

Such a theoretical definition is unrealizable in practice.

Working standards to measure the absolute ampere generally involve a current balance,
in which the force between a moveable coil or coils and a set of fixed coils or a permanent
magnet is measured by a weighing balance. This type of determination of the ampere
requires accurate measurement of force. The value of the mass used and g, the Earth’s
gravitational acceleration at the location of the balance, must be accurately known.

Kibble (1983) described the design and development of a moving-coil apparatus for
determination of the ampere at the National Physics Laboratory (United Kingdom).
A large permanent magnet with maximum flux density of about 0.7 T is used. Two, series-
connected, rectangular coils, each of 3362 turns, are mounted one above the other on an
armature that moves vertically in the magnet’s air gap. The armature is attached by a
vertical rod to the balance arm and passes coaxially through a force-producing solenoid
coil at the bottom of the balance case. The current in the solenoid is controlled by a servo
system so it can generate axial forces to cause the measurement coils to move up and down
through the magnetic field at a constant velocity, u = 0.002 m/s. This motion generates an
EMEF in the series measurement coils whose magnitude is given by V = K,u V. The value of
K, depends on B in the magnet’s air gap, the number of turns, and other geometrical fac-
tors. In the second phase of measuring the ampere, a DC current, I, is passed through the
series measurement coils, which are positioned at the center of the B field, where the deter-
mination of K, was made. A Lorentz force is generated, given by F = K¢l F(I) is measured
with the balance. The value of I is determined from the fact that in the MKS (SI) system, K,
is equal to Kp. If the relation V = K u is divided by F = K;I, we can obtain a relation equating
electrical and mechanical power:

VI = Fu = Mgu. (1.49)
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Now we assume that the generated electrical power is dissipated in a resistor R such that
V/R =1. Thus,

VI =1°R = Mgu. (1.50)

I= [% SI amperes. (1.51)

While under development, Kibble et al. reported that their moving-coil current system
for the determination of the ampere had +1 ppm reproducibility and that they eventually
expected to obtain 0.1 ppm accuracy.

A system utilizing the magnetic levitation of a superconducting mass to determine the SI
ampere was proposed by Kibble (1983). This system is shown schematically in Figure 1.13.
A current source, I, causes current to flow in a superconducting coil surrounding a super-
conducting mass. Induced current in the mass produces a magnetic field that reacts with
the field of the coil to produce an upward force until the mass reaches a position Y; where
the downward gravitational force, Mg, equals the upward levitation force, F, = I[(d®/dy).
Now if the mass is given a vertical velocity, u, = dy/dt, around Y;, a voltage, V = d®/dt,
will be induced in the superconducting coil, across the current source. We also note that
dd/dt = (dP/dy)(dy/dt). Now from these relations, it is easy to see that Mg/I = d®/dy = V/uy.
Solving this relation for I gives

Solving for I, we find that

_ Mgu,

I 1.52
v (1.52)
_,do
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FIGURE 1.13

Diagram of a superconducting mass balance means of measuring current proposed by Kibble 1983. Note: SCC,
superconducting current-carrying coil; SCM, superconducting mass, M. Means of inducing constant veloc-
ity, u,, not shown. The induced voltage, V, is measured potentiometrically and is related to the current by
Equation 1.52.
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Kibble’s proposed method of measuring DC current thus requires accurate knowledge
of the mass, M, and the local acceleration of gravity, g. A constant, linear velocity of the
mass, U, around its equilibrium displacement, Y;, must be generated, either by mechani-
cal means or by electrostatic forces. A no-touch means of measuring u, could be designed
using laser interferometry. Lastly, measurement of V can be done potentiometrically by
comparison with a Josephson voltage standard.

The reader should be aware that the bases for electrical and physical standards are con-
stantly under development and are changing with the advances in quantum physics, laser
technology, etc. We expect to see a trend in metrology away from complex, expensive,
ultraprecision measurement systems toward simpler, more elegant solutions for the deter-
mination of standard quantities. Perhaps we should consider making the quantum Hall
ohm and the Josephson volt basic SI quantities, rather than the ampere.

Is charge a more easily measured quantity than current? Should we return to the earlier
MKS system where charge was a basic quantity, rather than current, which is now used in
the present SI definitions? There are no simple answers to these questions, and the points
of debate change constantly with evolving technology.

1.4.2.4 Capacitance

There a several ways of defining the basic unit of capacitance, the farad. A capacitor is
said to have a capacitance of one farad if the potential across its plates is exactly 1 V when
it has been charged by 1 C of electric charge. This definition of the farad requires an accu-
rate voltage measurement in which a negligible charge is exchanged with the capacitor
and accurate measurement of the total charge put into the capacitor. The latter measure-
ment is most difficult, since it involves precision integration of the capacitor’s charging
current.

Another way of measuring capacitance is through the use of a commutated-capacitor
bridge (cf. Section 5.5.1.6 and Figures 5.9 and 5.10). This technique requires a precision
DC null detector, accurate resistances, and a switching clock with an accurately known
period, T. Under the assumption that R,Cx < T/2 <« R,Cy, we show in Section 5.5.1.6 that
at null (set by R)),

T(Ry+Ry)

Cy=—r
* 7 4R, (Rs-Ry)

(1.53)

Here, we assume that the switch has zero closed resistance and infinite open resistance,
the waveforms at V, are exactly rectangular and triangular, and the clock duty cycle is
exactly 50%. In practice, the duty cycle can be adjusted to be very close to 50%, taking into
consideration the switching waveform rise and fall times and the time delays in operating
the metal oxide semiconductor (MOS) switch.

Probably the most accurate means of measuring capacitance is by comparison of the
capacitor to be measured with a calculable capacitor. Calculable capacitors are based on the
electrostatics theorem developed by Thompson and Lampard (1956). A calculable capaci-
tor is typically made from four, parallel, hollow metal cylinders arranged in a square, with
a movable shield device, which effectively regulates the length of the active (exposed) cyl-
inders. Capacitance is measured between opposite cylinders, in vacuo. Calculable capaci-
tors have been made with capacitances ranging from 0.1 to 1.0 pF.
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The Thompson and Lampard theorem states:

Let the closed curve S be the cross section of a conducting cylindrical shell, which cross
section has one axis of symmetry AC but is otherwise arbitrary. Further, let this shell
be divided into four parts by two planes at right angles, the line of intersection of the
planes being parallel to the generators of the cylinder, and one of the planes contain-
ing the symmetry axis AC. Then the direct capacitance, per unit length of the cylinder,
between opposing parts of the shell (e.g., af to y8) due to the field inside (or outside) the
shell, is a constant:

Co = IZ(%) e.s.u.=0.0175576 e.s.u./m. (1.54)
T

Note that 1 pF of capacitance in SI units is equal to 0.898797 e.s.u. capacitance units. Thus,
it is easy to show that C, = 1.953549 pF/m (or aF/um). A consequence of this theorem is
that the absolute cross-sectional area of the closed cylindrical shell is not important. What
is important is that the sides be perfectly parallel and that the structure has perfect sym-
metry. Figure 1.14A illustrates the geometry discussed in the theorem stated earlier, and
Figure 1.14B illustrates the shielded, four-tube, cross-sectional geometry of a practical
calculable capacitor (Igarishi et al. 1968). The length of the calculable capacitor at the US
NIST is measured interferometrically using a stabilized HeNe laser. Overall uncertainty
in the measurement of the NIST farad, based on the NIST calculable capacitor, is given as
0.014 ppm (Shields et al. 1989).

Calculable capacitor geometry has not been limited to four-tube devices. Delahaye et al.
(1987) used five tubes in a pentagonal cluster, each 75.5 mm in diameter and 450 mm long,.
A cylindrical central screen is displaced axially by a stepping motor, and its position is
measured with a laser interferometer. The calculable capacitor of Delahaye et al. was used
to establish a standard for the farad and for the quantum Hall resistance R(2). The total
one standard deviation uncertainty in the measurement of R;;(2) was given as 2.2 x 107

Y

(A) (B)

FIGURE 1.14

(A) Cross section of a symmetrical conducting tube relevant to the Thompson-Lampard theorem. The T-L
theorem defines the capacitance between sections aff and yd on the tube as equal to In[2/(4n?)] e.s.u./m, regard-
less of the absolute cross-sectional area of the tube. (B) Cross section of a practical, 4-tube, shielded calculable
capacitor, such as that built by Igarishi et al. (1968). Tube diameters were about 1 cm.
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Calculable capacitors have been used as standards by others to calibrate the quantum
Hall ohm, inductors, and transfer standard capacitors through the use of precision AC
bridges (Dahake et al. 1983, Shida et al. 1989).

Secondary and transfer standard capacitors are generally on the order of 1-10 pF and are
made with air, quartz (silica), or mica dielectrics. Such capacitors are generally made as
three-terminal devices, so the capacitance from either terminal to the grounded case can
be compensated for. Air dielectric capacitors of the guard-well geometry (see Figure 1.15)
have been constructed with values down to 1 fF. A 0.1 pF capacitor of this design has an
accuracy of 0.1% (Stout 1960). For secondary standards with larger values, hermetically
sealed, silvered mica capacitors offer long-term stability and low tempcos. For example, a
General Radio (GenRad)-type 1409, 1 uF standard silver mica capacitor has its value guar-
anteed to +0.05%, and its tempco is 35 + 10 ppm/°C. Silver mica capacitors have very low
D values at 1 kHz. Most bridges used to transfer calibration from calculable capacitors to
working and transfer standard capacitors are of the ratio transformer type, operated at
frequencies of 2,500 and 5,000 r/s (Delahaye et al. 1987) and at 10,000 r/s (Igarishi et al.
1968, Dahake et al. 1983). (In February 2000, IET Labs Inc., Roslyn Heights, NY, acquired
the GenRad product line from QuadTech. They sell certain GenRad products under the
logo ieT—GenRad.)

FIGURE 1.15

Cross section through a secondary standard, air dielectric, guard-well capacitor. Nofe: F and E are insulated
electrodes. | is the borosilicate glass dielectric. G, H, K, and L are grounded shield conductor pieces. Note that
this capacitor is a three-terminal device; both top and bottom electrodes have capacitances to ground, as well
as to each other. (From Stout, M.B., Basic Electrical Measurements, 2nd edn., Prentice-Hall Inc., Englewood Cliffs,
NJ, 1960. With permission.)
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1.4.2.5 Inductance

The primary inductance standard is a derived quantity, being measured using an AC
bridge circuit using standard resistors and capacitors. We have seen how the quantum
Hall ohm can be used to calibrate working standard resistors and the calculable capaci-
tor may be used to establish working standard capacitors. By using a bridge, such as the
Maxwell (cf. Section 5.5.2.1), having three accurate resistors and an accurate capacitor,
unknown inductances can be measured to a fair degree of accuracy.

Fixed-value, standard inductors are generally wound in solenoidal form on glass or ceramic
forms having spiral grooves cut into their surfaces to precisely space the windings. Low-value
(uH) inductors have single windings; however, millihenry and larger inductors may have
groups of series-connected windings set into evenly spaced slots in a ceramic core. Inductors
with solenoidal windings are subject to the external influences of magnetic materials and
time-varying magnetic fields, and thus care must be taken when using them not to place
them on or near steel tables or cabinets and to keep them well away from other current-car-
rying solenoidal coils. Modern secondary standard inductors, such as the venerable GenRad
model 1491 series of switchable decade inductors, are wound on ferrite toroidal cores, from
which there is little flux leakage and small influence from nearby magnetic materials or time-
varying magnetic fields. Another design that has been used for secondary standard inductors
with fixed values in the millihenry range and larger is the use of two, series-connected coils
wound on semicircular, D-shaped forms, mounted so that one coil can be rotated with respect
to the other so that the area of overlap of the enclosed areas of each coil can be adjusted. This
rotation allows variation of the coils” mutual inductance and provides a means of adjusting
the series coils” inductance in accordance with the following relation:

L=L+L,+2M, (1.55)

assuming that the mutual inductance is aiding. The same principle of varying the mutual
inductance of two series coils has also been used to make continuously variable inductors
(Brooks inductometer). The Brooks inductometer’s calibration is +0.3% of its maximum
value (Stout 1960).

A problem in the construction of all standard inductors is that their inductance depends
on their dimensions, so any small change in dimensions caused by temperature changes
can lead to errors. Also, as you will see in Section 5.1, inductors, however made, are
fraught with stray capacitance between their windings and between layers and groups of
windings. The wire from which they are wound also has a finite resistance. As the operat-
ing frequency of an inductor increases, the capacitive effects become more dominant and
can cause significant errors in the apparent inductance. Thus, all standard inductors are
generally calibrated at a convenient frequency such as 1 kHz and are designed to be used
at a constant temperature, such as 25°C. Inductors wound on laminated iron cores or sin-
tered ferrite cores also have the additional limitations of core losses due to hysteresis and
eddy currents and core saturation at magnetizing force (ampere turns).

It may certainly be said that of all the electrical quantities, natural inductance is the least
pure, being always associated, at a given frequency, with a series resistance and distrib-
uted, interwinding capacitance. Inductor equivalent circuits are described in Section 5.1.
At superconducting temperatures, for air-core coils of certain metals, the coil resistance
disappears, but the interwinding capacitance remains.

Another way of obtaining a very pure inductance, ranging in values from microhenries
to kilohenries in the audio frequency range, is by means of the generalized impedance
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converter (GIC) active circuit element (see Section 2.4.2.3). One end of the GIC circuit must
be grounded. It is shown that the GIC’s input impedance is given by

le = (156)

Thus, if the circuit element for Z, is made a precisely known capacitor of high quality, such
as a silver mica secondary standard, the remaining GIC impedance elements are resistors
calibrated from the quantum Hall ohm, and the OAs are high-quality ICs having large-
gain-bandwidth products, high input impedances, and low noise, we will see a virtually
lossless inductance with value given by

_RGRiRs

Leg =
q R4

(1.57)

It should be pointed out that the GIC circuit can also be used to rescale the size of capaci-
tors. In this case, Z;; = 1/wC,,. It is easy to see that if Z, is a capacitor, then

_ GiR:R, F

Ceq =
T RsRs

(1.58)

In using the GIC circuit, we must be careful to avoid OA voltage or current saturation and
to operate the circuit at frequencies well below the OAs’ f.

1.4.3 Time and Frequency Standards

The basic SI and MKS unit of time is the second. The basic unit of frequency is the hertz,
or cycle per second of a periodic waveform. Obviously, time and frequency are related,
in a measurement sense. The earliest definitions of the second were based on the Earth’s
rotational velocity, which is now known to vary over the period of a year due to seasonal
changes in the Earth’s moment of inertia due to the buildup and melting of polar ice caps, etc.
The second was first defined as 1/86,400 of the length of a mean solar day. The mean solar day
is the average time of 365 consecutive days. Refinements in the measurement of the period
of the Earth’s rotation led to the definitions for universal time (UT). In a search for a more
precise definition for the second, astronomers developed the units of ephemeris time (ET). The
ephemeris second was defined as 1/31,556,925.9747 of the tropical year (Helfrick and Cooper
1990). The ET standard was impractical as it took several years to determine the length of
the tropical year and it required precise sightings of the positions of the sun and the moon.

The primary time/frequency standard in current use is the cesium 133 atomic beam clock.
A simplified diagram of the cesium clock is shown in Figure 1.16. This standard is dis-
cussed in detail in Chapter 2. To summarize the cesium clock’s properties, it oscillates
at 9.192631770 GHz, having an effective Q of 2 x 108. Coordinated universal time (UTC),
whose basic unit is the second, is defined as 9,192,631,770 periods of the cesium 133 beam
oscillator. This international standard was adopted in October 1967 and is more accurate
than any clock calibrated by astronomical measurements (Oliver and Cage 1971).

The venerable HP/Agilent model 5061B (Opt 004) cesium beam frequency standard
has a long-term stability of +2 x 10712 over the life of the cesium beam tube. Accuracy is
also +2 x 1072, The HP5051B cesium clock has sinusoidal outputs at 10, 5, 1, and 0.1 MHz.
HP cesium clocks are used to calibrate and synchronize the LORAN-C and GPS radio
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FIGURE 1.16

Simplified schematic diagram of a cesium ion clock.

navigation systems. Cesium (Cs) beam clocks are ordinarily used to adjust secondary
rubidium and quartz oscillators used as secondary standards for frequency or period
determination. (In 2005, HP/Agilent sold their cesium standard timekeeping business to
Symmetricom® [www.symmetricom.com].)

As of 2011, the National Physical Laboratory (United Kingdom) improved its NPL-CsF2
cesium fountain clock so that it had an evaluated frequency uncertainty of 2.3 x 10-'¢. With
this frequency uncertainty, the NPL-CsF2 is expected to neither lose nor gain a second in
more than 138 million years (Lia et al. 2011).

Rubidium frequency standards are second in the hierarchy of accuracy. Similar to the
operation of a cesium beam clock, the atomic resonance of a rubidium vapor cell is used to
synchronize a quartz crystal oscillator in a frequency-lock loop. The long-term stability of
the rubidium vapor oscillator is =1 x 10" /month. It, too, has outputs at 5, 1, and 0.1 MHz.

1.4.4 Physical Standards

The physical standards discussed in the following include mass, length, volume, and tem-
perature. We have seen earlier that the present trend is to redefine standard quantities in
terms of the (presumably) universal constants of quantum physics, rather than to use physi-
cal artifacts (e.g., the present use of the JJ to define the volt instead of the Weston normal cell).

1.4.4.1 Mass

The present (SI) unit of mass is the kilogram (kg). It is presently defined in terms of the
standard kilogram artifact, which has been kept at the Bureau International des Poids et
Mésures (BIPM) at Sevres, France, for over 100 years. Physically, the standard kilogram is
a cylinder of platinum—10% iridium. Comparison of a working standard kilogram mass
with the primary standard must be made by means of a precision balance. The current
gold standard balance is the NBS-2, single-arm, two-knife balance, which has a resolution
of one microgram or one part in 10° (Quinn 1991). What has been discovered over the years
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is that the international prototype kilogram and its copies systematically lose mass when
they are cleaned and washed in preparation for weighing. On the other hand, the masses
tend to increase with time following cleaning and washing. These changes are on the
order of tens of micrograms (Quinn 1991). The long-term stability of the standard kilogram
appears to be on the order of 5 pg/year. This figure is based on the assumption that inter-
national prototype and its copies are not drifting in mass by more than 10 times the rate
that they are drifting apart from each other at about 0.5 ug/year.

A number of workers are considering ways to replace the present artifact standard kilogram
at BIPM with a mass standard based on the fundamental, physical constants, which include
the electron charge (q), Planck’s constant (h), the speed of light in vacuo (c), and the permeability of
vacuum (). Other constants that can be used are the von Klitzing constant (Ry.qy), the Josephson
constant (K ), the fine structure constant (), the Faraday number (3), and Avogadro’s number (N ,).

Taylor (1991) argued that Avogadro’s number, which is the number of molecules in a
gram-molecular weight, or mole, of some pure element (X) can be one determining factor,
along with the molar mass of the element (My) in kg/mol. For example, M(*>C) is equal to
0.012 kg, by definition (**C is the common isotope of the element carbon). Thus,

_Na

= , 1.59
nx M, ( )

where 7y is the number of free Xs at rest required to make the mass of an international
kilogram prototype.

There are a number of interesting ways to determine Avogadro’s number. Taylor (1991)
proposed that N, can be found from the x-ray crystal density of a pure, grown silicon crys-
tal from the following relation:

M(Si)

[8(51)(d220J§)3/ 8],

Na = (1.60)

where
M(Si) is the mean molar mass of silicon in kg/mol
8(Si) is the crystal density in kg/m?3
d,yy is the 2,2,0 silicon lattice spacing in m

M(Si), 8(Si), and d,,, must be measured.

In a practical determination of N,, the ratio of the three, natural occurring isotopes (*5i,
»5i, ¥SGi) in a crystal must be measured. Another way to find N, indirectly is to use the
following relation:

— K]—‘)ORK—%S

Na 5

(161)

where
K90 = (29/h) is the Josephson constant
R0 = (h/¢% is the von Klitzing constant
3 =96,486.7 is the Faraday number (the coulomb charge of Avogadro’s number of electrons)

Perhaps in the near future, progress will be made in replacing the standard kilogram
artifact with a standard kilogram defined by fundamental constants. Uncertainty in deter-
mining such a new standard may be on the order of 1 x 10-8.
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1.4.4.2 Length

The SI standard unit of length is the meter. Formerly, the meter was defined as one ten mil-
lionth of the arc distance of a meridian passing from the north pole through Paris to the
equator. It was represented by an artifact consisting of a platinum—iridium bar with lines
scribed on it one meter apart, kept at constant temperature at the BIPM near Paris. In 1960,
the SI meter was redefined in terms of the wavelength of monochromatic light. One meter
was exactly 1,650,763.73 wavelengths in vacuum of the orange radiation corresponding to
the transition between the levels 2p,, and 5d; of the Krypton-86 atom. However, this defi-
nition of the meter by wavelength assumes the permanence and invariance of the atomic
energy levels, Planck’s constant, and the speed of light. These quantities are basic to the
relation for the following wavelength:

c _ch_ch

A=S=22 .
v E E-F

(1.62)

To eliminate the requirement for 1 and AE, the invariant speed of light, ¢, was used in 1983
to redefine the standard meter as the distance light travels in free space in 1/299,729,458 s
(3.3363420 ns). Frequency-stabilized laser sources are used to realize this definition (Sirohi
and Kothiyal 1991).

Gauge blocks are used as secondary standards for length. These are generally platinum
alloys or stainless steel cubes or blocks whose dimensions are established interferometri-
cally to within a fraction of a wavelength of light and whose faces are polished to opti-
cal smoothness. Gauge blocks are used to calibrate micrometers and to set up precision
mechanical and optical systems.

1.4.4.3 Temperature

The SI unit of temperature is the Kelvin. The standard reference temperature is defined by
the triple point of water, at which pressure and temperature are adjusted so that ice, water,
and water vapor simultaneously exist in a closed vessel. The triple point of pure water
occurs at +0.0098°C (273.16 K) and 4.58 mmHg pressure. The Kelvin was defined in 1967
at the 13th CGPM to be the unit of thermodynamic temperature, equal to 1/273.16 of the
thermodynamic temperature of the triple point of water. Other primary, fixed tempera-
ture points are also used for temperature calibration: the boiling point of O, (-182.97°C),
the boiling point of sulfur (444.6°C), the freezing point of silver (960.8°C), and the freezing
point of gold (1063°C), all at atmospheric pressure. Absolute zero is at 0 K, or —273.15°C.
Obviously, Celsius and Kelvin degrees are the same size.

Because so many physical and chemical phenomena are strong functions of tempera-
ture, there are many ways to measure temperature, as will be seen in Chapters 6 and 7.

1.4.4.4 Uncertainties in the SI Base Units

The approximate uncertainties in the quantification of the fundamental SI units determined
by international treaty signed in 1960 are given in Table 1.4.

As shown in Table 14, all other physical and electrical units are derived from the basic SI
units (L, T, M, I, etc)). For example, charge, Q, has the dimensions of IT. Force in newtons, F, has
the dimensions of MLT"?; this follows from Newton’s F = ma. The volt (unit of potential differ-
ence) has the dimension of joule/coulomb; in SI units, the volt is MLZT-3["1. The MKS units of
the volt are ML?T2Q-L. Current density, ], in amperes/meter has the SI dimensions of IL; the
MKS dimensions of | are QT-'LL Finally, the SI dimensions of the ohm are ML*T=3[-2
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TABLE 1.4

Uncertainties in the Basic SI Units

Quantity Unit Approx. Uncertainty
Length Meter (m) {L} 3 x 101

Time Second (s) {T} 1 x10-13

Mass Kilogram (kg) {M} 5x 107
Electric current Ampere (A) {I} 1x10°
Temperature Kelvin (K) {©} 25x10*
Luminous intensity Candela (cd) 1.5 %102
Amount of substance ~ Mole (mol) TBD

1.5 Chapter Summary

In this introductory chapter, we have introduced the architecture of typical measurement
systems and have shown that they contain not only sensors, signal conditioning opera-
tions, and data display, storage, and retrieval options but also sources of noise, which can
limit measurement precision. A measurement error is shown to occur if sensor dynamics
are not considered and the sensor is read before it reaches an SS output, given a transient
change in the value of the QUM.

The types of errors in measurements are considered. Elementary statistics are discussed
and the important concept of LE in a measurement is introduced and derived; examples
are given for calculating LE.

Standards in electrical and physical measurements are described. The important SI stan-
dards for voltage (the JJ), resistance (the QHR), and capacitance (the Thompson-Lampard
theorem) are discussed in detail. The reader is advised that primary standards are con-
stantly evolving with science and technology and accuracies of one part in 107 are routine;
many systems exceed this accuracy.

The following chapter addresses the important topic of analog signal condition-
ing applied to the analog output voltages or currents from I&M system input sensors.
Chapter 2 also treats the important topics of phase-sensitive rectifiers (PSRs) and signal
averaging to improve output SNR.

.|
Problems

1.1 One of the earliest means devised for measuring moderate pressure differences was
the U tube, liquid-filled manometer (see Figure P1.1). Liquids used are typically mer-
cury or colored water. The dynamics of a manometer can be described by a second-
order, linear ODE:

APA = pghA+(g ]D(sz) +[Z J(pLA).

From Figure P1.1, we see that L is the total length of liquid in the U tube, A is the area of
liquid exposed to pressures P, and P,, A = nr?, and r = tube lumen radius. AP = P, - P,,
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FIGURE P1.1

p = liquid density in kg/m3, D = viscous damping constant, ¢ = acceleration of gravity
in m/s?, and h = height difference between the two sides of the manometer.

. . , . h .
A. Derive a transfer function for the manometer’s dynamic response, E(s), in

time-constant form.

B. Give expressions for the manometer’s undamped natural frequency, o,, and its
damping factor, C.

C. Calculate the numerical value for o, and D, given { = 0.4. Assume water at 20°C is
the liquid. Let L =1m, A = 3.142 x 10° m?.

1.2 An accelerometer has critically damped, second-order, low-pass dynamics with the

1.3

transfer function:

&(s)= Ka

X (‘ts+1)2,

where
t=1s
K, =0.001 V/(m/s?

Given a step input of acceleration at t = 0, find how long it will take v,(f) to reach the
following: (A) 95% of its SS value, (B) 99% of its SS value, and (C) 99.9% of its SS value.

A piezoelectric pressure sensor and its signal conditioning amplifier have a transfer
function approximated by

&(5) _ —10s

P s100+1°

The input is a 100 psi pressure step. (A) Sketch and dimension v,(f). (B) Find the peak
v,(f). (C) Find the time for v,(t) to drop to 99.5% of its peak value.
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1.4 An electronic temperature sensor converts temperature in degrees Kelvin to output
microamperes. When it is immersed in water, its transfer function is

I 1.5%x1072
Lo 15107
T 9= 6+03)(s+0.05) “/

A. Sketch and dimension i,(f); when at time t = 0, the sensor is taken out of a glass of
20°C water and immersed in a glass of 55°C water.
B. How long will it take i,(t) to reach 99.8% of its SS value?

1.5 The pressure sensor of Problem 1.3 is given an input: p(f) = 100[1 + sin(2=ft)] psi for a
long time. Make a Bode plot of dB = 20 log,,|V,./P(jf)| vs. f(log scale).

1.6 Calculate the net DC open-circuit output voltage of a series array of N = 550 JJs at
4.2 K, given a series direct current of 24.00 mA and a microwave irradiation fre-
quency of f, = 9.0646279 GHz. Operation is on the 1 = 97th step. Give the output volt-
age to six significant figures.

1.7 A QHRand a]J array are put in series so that the direct current, I, passes through the
QHR and also passes through the JJ array (see Figure P1.7). The B field is adjusted on
the QHR so that it is on its k = 7th step. I, is set at 150 pA, and the JJ array is operated
so all of the JJs are on step 1 = 1. The microwave frequency irradiating the JJ array is
adjusted to f, = 13.374664 GHz to make Vi = Vj;.

A. Under the condition of Vi = V), find a general expression for I, in terms of g, i, 1,
k, f,, and N.

B. Find the numerical value of the number of JJs, N, in the JJ array required to meet
the aforementioned conditions.

C. Find the numerical value of V; = V; to six significant figures. Note that the elec-
tron charge q = 1.60217733 x 10 Cb and Planck’s constant /1 = 6.6260755 x 1034 ] s.

1.8 Use MicroCap or PSPICE to simulate the frequency response of a GIC-synthesized
1.000 H inductor. The GIC schematic is shown in Figure P1.8. Note that the accuracy

<

1 ()
]

(T Josephson | 1
(NI junctions

Microwave
frequency
source

Quantum
Hall device

FIGURE P1.7
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FIGURE P1.8

of the simulated inductor will degrade at high frequencies because of the finite gain x
bandwidth and slew rate of the nonideal (real) OAs used. You are to use three 10,000 Q
and one 1,000 Q resistors, a 0.001 pF silver mica capacitor, and two OP-37 OAs. The OA
parameters are as follows: R;, =6 MQ, A, =1.8E6,R,,=70Q,f, =444 Hz,f,=3.7E7 Hz,
n =2.0E7 V/s, Vog =10 pV, Iy = 10 nA, I = 7Z0E7, (f; = 80 MHz). The VCCS is used to
make simulation with MicroCap easier; note that Z,, = V,/I,.

A. Make Bode and magnitude and phase plots of Z,,(f). Indicate the range of fre-
quencies over which the GIC inductor simulation is valid.

B. Find the frequency where the phase of Z,,(f) departs from 90° by +0.1°. What is
the equivalent resistance that appears in series with the simulated inductor at
this frequency?

C. Give the simulated inductor’s Q at this frequency.

1.9 Find the LE in the midfrequency L., synthesized by the GIC circuit of Figure P1.8.

The inductance can be shown to be L., = C,R;R;R5/R,. C, is known to 0.05%, R, to
0.01%, and R;, R, and R; to 0.002%.
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Analog Signal Conditioning in Instrumentation

2.1 Introduction

Practically all instrumentation systems require some type of analog signal conditioning
between the analog input sensor and the processing, data display, and storage subsystems.
In its simplest form, analog signal conditioning can be voltage amplification with a change
in impedance level between the conditioning amplifier’s input and output.

Analog signal conditioning may also involve linear filtering in the frequency domain,
such as band-pass filtering to improve SNR at the amplifier’s output. In other cases, the
analog input to the signal-conditioning system may be processed nonlinearly. For exam-
ple, depending on system requirements, the output of the analog signal conditioner may
be made proportional to the square root of the input, to the RMS value of the input, to the
logarithm of the input, to the cosine of the input, etc.

Analog signal conditioning is often accomplished by use of operational amplifiers, as
well as special IAs, isolation amplifiers (IsoAs), analog multipliers, and/or dedicated, non-
linear, analog signal processing ICs. In some modern instrumentation systems, the ampli-
fied and filtered signal from the sensor is directly digitized, and the nonlinear operations
are performed numerically on the samples by the host DSP computer.

In the following sections of this chapter, we examine the properties of the analog IC
systems used in analog signal conditioning in instrumentation systems, beginning with
the differential amplifier (DA), which has wide use in the headstages of nearly all types of
OAs, 1As, IsoAs, analog multipliers, oscilloscopes, etc.

2.2 Differential Amplifiers
2.2.1 Introduction

DAs are widely used as input stages in a wide variety of amplifier types including OAs,
analog comparators, analog multipliers, IAs, oscilloscope vertical and horizontal ampli-
fiers, and certain specialized ICs. There are two important reasons for their wide use
in signal-conditioning system designs: The first and foremost is the ability of the DA to
respond to the difference in the input signals (V; -V;") and to discriminate against noise
or interference common to both inputs. Such a common-mode (CM) input voltage that is
desired to be eliminated is often a DC level, hum, or other coherent interference. Another
reason for using a DA headstage is that it inherently discriminates against changes in the
amplifier’s DC power supply voltages.

41
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2.2.2 Analysis of Differential Amplifiers

Figure 2.1 illustrates the most general form of DA. Note that including ground, it is a
four-port circuit. Most practical DAs have only a single-ended output, V,, and are thus
three-port circuits. The deflection amplifier circuits of most analog oscilloscopes are an
exception to this rule, preserving the differential circuit architecture from input to the
output to the cathode ray tube (CRT) deflection plates.

In the analysis of DAs, it is expedient to define difference-mode (DM) and CM input and
output signals:

’

Vi-V,

V== (DM input), 2.1
V=Y +2V’i (CM input), 2.2)
Vg = Vo ‘2V5 (DM output), (2.3)
Ve = Vo= Vs (CM output). (2.4)

The input/output (I/O) relationships for a general DA can be expressed in terms of the
Middlebrook equations:

Voa = AaaVia + AacVie, (2.5)

Voc = Acd‘/id + Acc‘/ic‘ (26)

The four gains of the voltage-controlled voltage sources (VCVSs) in Equations 2.5 and 2.6
are written in vector format to stress that they are functions of frequency (jo).

Vi

i

v

1

o—
o
o— -

FIGURE 2.1
Symbol for a generalized DA: note that it is a four-port circuit (V;, V, V,, and V).
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It is easy to show that the single-ended outputs are given by

Vo= (Add +Aa )‘/ld + (Adc + ACC)‘/iC/ (27)
V; = (ACd - Add)‘/id + (ACC - Adc)‘/ic- (28)

The single-ended output, V,, can also be written in terms of the actual DA’s inputs:

— Add+Acd+Adc+Acc ‘/i+Acc+Adc_Add_A

cd 77
Vi. 29
) 5 29)

Vo

Often it is expedient to write

Vo =AD‘/id + AC‘/iC/ (210)

where Ay and A¢ are given by the corresponding terms in Equation 2.7. In an ideal DA,
A=Ay =Ay4=0,s0in this case, Ac = 0 and Ay = A4 in Equation 2.10 given earlier.

2.2.3 Common-Mode Rejection Ratio

The common-mode rejection ratio (CMRR) is an important figure of merit for DAs, usually
given in decibels. It describes how well a real DA’s behavior approaches that of an ideal DA.
The scalar CMRR, measured at some frequency, is defined as

Vic‘ to give a certain output magnitude

CMRR = ‘

- (211
‘Vid‘ to give the same output
Using the definition for the aforementioned CMRR and Equation 2.7, we find
CMRR = | Add + Aca| 2.12)
Acc + Adc

If the DA circuit is perfectly symmetrical, then Ay = A4 = 0, and the CMRR magnitude at
a given frequency f = w/2x Hz reduces to

Add

Ap

CMRR ( f) = A

_ 2.13)

CC

State-of-the-art instrumentation and IsoAs may have CMRRs of 120 dB or more (210°),
under ideal conditions. Generally, CMRR decreases with frequency, and as we will see, an
imbalance in the Thevenin source resistances at the input of a DA can lead to either a loss
or an increase in CMRR over the manufacturer’s specified value.
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2.2.4 Measurement of CMRR, Ap, and A

Often to save money, an engineer puts together a differential IA from OA building blocks.
(The design of such amplifiers is covered in Section 2.2.2)) In order to measure the DA’s
CMRR, we make use of Equation 2.11. The two inputs are shorted together and a sinu-
soidal signal of frequency f and amplitude V,; is applied to them, generating a CM input
signal, V., which is adjusted to give an output, V,. Next, the negative input is grounded,
so V=0 . The sinusoidal signal source of frequency f and amplitude V,, is now connected
to the + input terminal of the DA. This procedure is necessary because of the difficulty in
generating a perfectly balanced DM input signal. The single-ended input generates both
DM and CM signals: Viy = V,,/2, and V,. = V,,/2. V,, is adjusted to make V,, = V, of the CM
case. Thus, from Equation 2.10,

1%
Ac=-°%, 214
<=y (2.14)

and also, considering the single-ended input, V,,, we have

_ ApVea , AV

Vo
2 2

(2.15)

If Equation 2.14 for Ac is substituted into Equation 2.15, we may solve for the DM gain, Ap:

2 1
Ap=V,| = —— | 2.16
? (mz m#) 210

Hence, the experimentally found CMRR can be expressed as Equation 2.17 using Relations
2.14,2.16, and 2.13:

CMRR = 40— 2V (2.17)
Ac | V-1

If the amplifier’s scalar Ay, is very large, a precision attenuator may be needed to reduce the
output of the signal source to an appropriately small V.

2.2.5 Effect of Source Resistance Asymmetry on CMRR

Not only does CMRR decrease with input signal frequency (largely due to an increase of
Ac with frequency), but it is also severely affected by unbalance in the Thevenin resistance
(or impedance) of the sources connected to the DA’s input leads. Figure 2.2 illustrates the
DC equivalent input circuit of a typical DA. Manufacturers typically specify a CM input
resistance, R;, measured from one input lead to ground under CM excitation and a DM
input resistance, R;y, measured under DM excitation from either input to ground.

By Ohm’s law, the DM current into the noninverting input node is just

_ i, Via

I
" R R

, (2.18)
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FIGURE 2.2
DA input circuit at DC, showing source resistance unbalance.

from which we can write

Iid=i= 34_ 1 A (2.19)
Via Ra \Ri R

Solving for the shunting resistance in Equation 2.19, we get

2RiaRic

Ri=—""_.
" (Re—Ru)

(2.20)

In many DAs, R, > Rj4. If Ri. = R,4, then from Equation 2.20, R; = .

Let us assume that R;. = R,q. Thus, R; may be eliminated from Figure 2.2, which illus-
trates two Thevenin sources driving the DA through unequal source resistances, R, and
R, + AR. Using superposition and the definitions in Equations 2.1 and 2.2, it is possible to

show that a purely CM excitation, V,., produces an unwanted DM component at the DA’s
input terminals, sic:

Vi Ric:AR

V. = 72(1% R )2 . (2.21)
Also, V,. produces a large CM component; the AR term is numerically negligible:
g = 7(& R+R) (2.22)
For purely DM excitation in V,, we can also show that
Yia ___Re (2.23)

Vi (Re+R.)’
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and

Ve RR 229
Vi 2(Re+R,)

In order to find the CMRR of the circuit of Figure 2.2, we will use Equation 2.10 for V, and
the definition for CMRR, Relation 2.11. Thus,

vV, = AD‘/scRicAIE + AcVicRic ) (2.25)
2(Rie+R.)"  (Re+R,)

and

V — AD‘/stic + AC‘/stiCAR (2 26)
* (Re+R.)  2(R.+R) '

After some algebra, we find that the circuit’s CMRR, CMRR,,, is given by

CMRER. [Ap + AcAR/2(Ric +R,)] 227
** [AbAR/2(R +R)+Ac] | '
Equation 2.27 may be reduced to the hyperbolic relation:
CMRR... [(Ab/Ac)+AR/2(Ric +R,)] 228
> [(Ap/Ac)AR/2(Ri+R)+1] '
which can be approximated by
CMRR 4
CMRR, = 2.29
" [CMRRAAR/2(Rie +R,)+1] @29)

in which the manufacturer-specified CMRR = CMRR, = A,/Ac and CMRR, >
AR/2(Ric + R)). A plot of CMRR,, vs. AR/R; is shown in Figure 2.3. Note that when the
Thevenin source resistances are matched, CMRR,, = CMRR,. Also, when

AR -2(Ri/Ri+1)

, (2.30)
R CMRR4

CMRR,;, — oo. This implies that a judicious addition of an external resistance in series
with one input lead or the other to introduce a AR > 0 may be used to increase the effec-
tive CMRR of the system. For example, if R;. = 100 MQ, R, = 10 kQ, and CMRR, = 100 dB,
then AR/R = -0.2 to give co CMRR.. Since it is generally not possible to reduce R, it is

easier to externally add a similar 8R to R,.
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[CMRRy|

|CMRR, |

“(RJR,+1) OR/R;

|CMRR |

FIGURE 2.3
DA CMRR magnitude vs. fractional unbalance in source resistance, AR,/R,.

Again, we stress that an amplifier’'s CMRR, is a decreasing function of frequency because
of the frequency dependence of the gains, A, and Ac.. Also, the AC equivalent input circuit of
a DA contains capacitances in parallel with R,, R, and R, and the source impedances often
contain a reactive, frequency-dependent component. Thus, in practice, in a given range of
frequencies, CMRR;, can often be maximized by the AR method but seldom can be drasti-

cally increased because of reactive unbalances in the input circuit.

2.3 Operational Amplifiers

In this section, we review the systems properties of IC operational amplifiers of various
types and show the many ways engineers use them for signal conditioning in the design
of instrumentation systems.

A typical OA is a DA with a single output. It has a very high DC gain, K, and high
CMRR. Because OAs are generally used with large amounts of negative feedback, the
open-loop transfer function of most OAs is designed to be of the form

V. K
A Vo _ v . 231
P YW [t D(ms+ D) 230

The second break frequency, f, = 1/(2nt,), generally is made to occur so that |Ap(jf,)| < 1.
This ensures closed-loop stability over a wide range of feedback conditions. The break fre-
quency, f, =1/(2nt,), occurs at arelatively low value. However, a critical parameter governing
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the closed-loop, high-frequency (HF) response of an OA circuit is the small-signal (SS)
gain x bandwidth product, which for most OAs can be approximated by

GBWP = & Hz. (2.32)
21T

The symbol, fr, is the unity gain or 0 dB frequency of the open-loop OA. f; is approxi-
mately equal to the gain x bandwidth product. The larger the GBWD, the higher the -3 dB
cutoff frequency that can be made in a broadband amplifier made with an OA.

Another manufacturer-specified parameter that determines the large-signal dynamic
behavior of an OA is its slew rate, n. n is defined as the largest possible attainable rate
of change of the output voltage, and its units are generally given in volts/microsecond.
OA slew rates range from less than 1 V/ps in old models such as the venerable LM741 to
3000 V/ps for the Comlinear CLC300A, which is intended to condition video-frequency
signals. As with the case of GBWP or f;, the cost of OAs increases with increasing slew
rate. If an OA signal-conditioner circuit is driven by an HF and high-amplitude sinusoidal
source such that |dV,/dt| exceeds the amplifier’s slew rate, then the output will appear
to be a triangle wave with rounded (sinusoidal) peaks. When it occurs, slew rate limiting
generates harmonic distortion in V. A prudent designer will always check to see that the
maximum expected |dV,/dt| in an OA circuit does not exceed 1.

While the parameters K,,, fr, n, f, and f, govern an OA’s dynamic behavior, manufac-
turers also give specifications on an OA’s output resistance (R,), CM and DM input resis-
tances, DC bias current (I), DC offset voltage (V,g), temperature coefficients for Iy and Vi,
short-circuit voltage noise root power spectrum [e,,(f)], and equivalent input noise current
root power spectrum [i,,,(f)], to mention the most important ones.

2.3.1 Types of Op-Amps

OAs may be categorized by characteristics and applications. As you will see in Chapter 3,
low-noise OAs are best used in the headstages of analog signal-conditioning systems,
because their noise characteristics determine the overall noise performance of the system.
When great DC stability and freedom from thermally caused DC drift are required, then
designers often specify chopper-stabilized op-amps (CSOAs), provided that other criteria for
dynamic response and noise are met.

Electrometer op-amps (EOAs) are used when input bias currents of 1013 A or less and input
resistances of greater than 10 Q are required, other conditions being met.

Fast OAs are defined here as those having slew rates in excess of 25 V/ps and SS GBWPs
of 75 MHz or more. Most OAs are designed to operate with +15 or 12 V DC supplies and
can source about 10 mA to a load. Modern OAs have been designed to operate in por-
table instrumentation and communications equipment with supply voltages of +3.2, +5 V
(single-ended), etc.

We define power and HV OAs as those which can source in excess of 10 mA to a load
or which can operate with HV supplies of greater than +15 V (typically +40 to £150 V).
Some power OAs can deliver as much as 30 A at 68 V (Apex PA03). In instrumentation
systems, power OAs can be used to drive strip-chart recorder pen motors or other EM
and piezoelectric transducers. It is possible for an OA to fall in two or more of the catego-
ries described earlier; for example, the Apex PA84 has a GBWP of 75 MHz, a slew rate of
200 V/ps, a peak output voltage of 143 V, and a peak output current of 40 mA. Thus, it falls
in the HV and high-power category as well as the fast category. See Apex (2012) for more
information on power OA applications.
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FIGURE 2.4
Simplified circuit of a Texas Instruments” TLC2652 CSOA.

CSOAss are used in applications where stable, low-drift, DC amplification is required over
a long time and under varying conditions of environmental temperature. Applications
include weighing (electronic scales), electrochemical applications, and static photomet-
ric measurements. CSOAs use a special, internal feedback architecture to continuously
minimize the DC input offset voltage, Vs, to compensate for Vs drift due to temperature
changes or from power supply drift. Figure 2.4 illustrates the basic internal circuit archi-
tecture of a Texas Instruments’ TLC2652 series CSOA (TI 2005). Note that there are two
OAs and two SPDT MOS switches. The MOS switches are commutated synchronously by
an internal 450 Hz clock or, in some versions, can be operated up to 1 kHz by an external
clock. Not shown are the filters and circuits required to eliminate switching glitches and
to shape amplifier bandwidths. The capacitors Cy, and Cy; are low-loss dielectric, 0.1-1 pF.

When the switches are in position A, the input to OA1 is short-circuited, and it operates
as a unity-gain follower. Thus, its output is its DC offset voltage, V,¢;, which is also the
incremental voltage on capacitor Cy,. The incremental voltage on Cyg is also Vg, which
is subtracted from Vg, of OA2. When the switches are in position B, V;, = (1 + K;)V,;, and
the two amplifiers are essentially in series, Vg, is canceled out, and Viyg = KiV; Vo, is
negligible because K; > 1.

Some key parameters for the TLC2652 series of CSOAs are as follows: Vg = 0.5 pV, Vg
tempco = 3 nV/°C, Iy = 4 pA, DC A,, = 150 dB, GBWP f; = 1.9 MHz, the open-loop break
frequency f, = 0.06 Hz, and n = 3.1 V/ps.

A final type of OA that is widely encountered in preliminary circuit design practice, but
unfortunately is not commercially available, is the ideal op-amp (IOA). The IOA assumption
is used in pencil-and-paper design calculations. The IOA has the following properties:
infinite differential gain, CMRR, input resistance, slew rate and GBWP, zero noise, bias
currents, offset voltage, and output resistance. Probably the most important of these
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assumptions is that Ap = co. In order to realize a finite output voltage under this condition,
(Vi=V{)=0 or V, must equal Vi In summary, an IOA is a differential VCVS with infinite
gain and frequency response.

The designer of an analog signal-conditioning system for an instrumentation system faces
a bewildering array of OA types and specifications. In the following sections, we try to give
some rationale for choosing one OA over another. In making such choices, we are generally
balancing meeting all minimum system performance specifications with dollar cost.

2.3.2 Basic Broadband Amplifier Design Using Op-Amps

In many instances, the output signal of a sensor is too small to effectively record, observe,
or store. The signal is assumed to be a voltage or current. Thus, the designer has the task
of amplifying the weak signal while introducing as little noise or distortion as possible.
Often impedance levels are a concern. For example, the transducer output may be repre-
sented by a Thevenin equivalent circuit in which the Thevenin (series) impedance may not
be negligible compared to a signal-conditioning amplifier’s input impedance. Thus, the
design problem to be resolved includes the selection of an OA type and circuit, which will
minimize loading of the sensor’s output.

Another problem in designing high-gain, broadband signal conditioners with OAs is
the gain x bandwidth trade-off. With simple OA amplifiers, the system’s gain x band-
width product is approximately equal to the OA’s GBWP. This implies that to realize a
signal-conditioning gain of 1000 with a bandwidth of 100 kHz using low-noise OAs with
fr =10 MHz, the strategy would be to cascade two amplifier circuits with their gains set
to 31.62 (overall gain of 1000). The bandwidth (-3 dB point) of each stage is just 107/31.62 =
316.2 kHz. It can be shown that when N identical stages with transfer function

KVO
As)=_" (2.33)

are cascaded, then the -3 dB frequency of the cascade, f,, is given by the following relation:

5= (1)(2“—1)”2‘ @34

21t

Thus, in the preceding example, f. = 203.5 kHz, and the frequency response design crite-
rion is well met. If a single OA circuit were used with gain of 1000, then f, would obviously
be 10* Hz.

2.3.2.1 Noninverting Amplifier

Figure 2.5A illustrates the common, single-ended, noninverting, OA DC amplifier configu-
ration. Because of the OA’s high K,,, V; = W and the input impedance seen by the source
circuit is Ry, the OA’s CM input resistance (cf. Figure 2.2).

In a modern, FET input OA, such as the Texas Instruments’ TL071, R;. can be on the order
of 1012 Q. Thus, in this case, unless the Thevenin source resistance approaches 10® Q, load-

ing effects and offset due to DC bias current (about 30 pA) will be negligible.
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FIGURE 2.5

(A) A noninverting OA circuit with gain set by R, and Rg. (B) Unity-gain buffer OA circuit.
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To simplify calculations, we will treat R;. at the Vi node as infinite and consider the
OA’s output resistance to be negligible compared to Ry. The amplifier’s closed-loop transfer

function can be found by noting that

(‘/s - ‘/1') Kvo

V, =
Ts+1
and
‘/i’ — VoRl — Bvo-
Ry +Rg

If Equation 2.36 is substituted into Equation 2.35, we can solve for V,/V:

Vo Kio/(ts+1)

V. 1+BKy/(ts+1)’

(2.35)

(2.36)

(2.37)
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which reduces to

Vo 1B
V., s(/BK.)+1’ (2.38)

if we assume that K, is >1, which is generally valid.
The gain x bandwidth product for this amplifier is found from Equation 2.37 to be
Kvo 1 + BKVO Kvo

GBWP = =" Hz, .
1+BK,, 2mt 21t 239)

which is the same as for the OA by itself.

If R, is made infinite and Ry is made a short circuit, the noninverting follower circuit of
Figure 2.5B becomes a unity-gain voltage follower. Unity-gain followers are often used as
output buffers to achieve impedance isolation.

2.3.2.2 Inverting Amplifier and Summer

Figure 2.6 illustrates the common inverting amplifier configuration. Here we have assumed
two inputs: V; and V,,. The amplifier output can be found by superposition. The output
voltage can be written:

v, = (0-V)Ke (2.40)
1s+1

V{ is found by solving the node equation

(Vi=Va)Gr + (V{=Via ) +(V/ =V, ) Gx =0. (2:41)

When V{ is substituted into Equation 2.40, we may solve for V,/V,,, letting V., = 0:

YV (GlKVO/ZG)/(1+KVOGF/ZG),
s 7/ (1+KuGr/ Y 6) |41

(2.42)

@ NV NV
Ry Ry
vy
NV -
Ry
Ve @ 1% Vo
sl OA e
Yi +

FIGURE 2.6
Inverting, summing OA configuration.
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where Y'G = G, + G, + G When we assume that K,,Gr/Y.G > 1, we can write
Vo —(Gi/Gy)

Va B s(r ZG/KVOGF) +1

In general, the gain for the kth inverting input is, by superposition,

Vo _(Gk/GF)

Ve s(rZG/KVOGF) +1

The GBWP for the kth inverting input is easily seen to be

Kvo Gk HZ
2nt ZG '

GBWPk =

53

(2.43)

(2.44)

(2.45)

Note that in the inverting amplifier case, the amplifier GBWP, given by Equation 2.45, is not

equal to the OA’s GBWP, except for very large G,.

2.3.3 Current Feedback Op-Amps

Current feedback op-amps (CFOAs) constitute a relatively new class of OA that offers
certain design advantages in terms of independent control of gain and bandwidth, and
they generally have very high slew rates. The internal system architecture of a CFOA
connected as a simple noninverting amplifier is shown in Figure 2.7. A nearly ideal,

~~~~~~~~~~ CFOA
Vi T
vevs o T
L,Ok) T
Vs @ X, - /‘\ + ™ Vo
ccvs T
= v I =
e T
Rl RF
—N\VN AVAVAY,

FIGURE 2.7
A noninverting amplifier circuit using a CFOA.
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unity-gain, VCVS replaces the high-impedance input circuit of a conventional OA. Thus,
the noninverting (V;) terminal has a very high input impedance, but the V{ node is the
output of the VCVS and therefore presents a very low input (Thevenin) impedance, in
the order of 50 Q. The output current of the VCVS, I, is the input for a current-controlled
voltage source (CCVS), Q,, which determines the CFOA’s output voltage, V,. The CCVS
is designed so that

Q
Qs)=—"2 2.46
( ) Ts+1 ( )
Hence,
v, :In( 2 )v. (2.47)
Ts+1

The control current, I,, may be found from Kirchhoff’s current law applied to the V{ node
(here, we neglect the CCVS’s output resistance):

I, = V.G + (V. =V,)Ge. (2.48)

If Equation 2.48 for I, is substituted into Equation 2.47, we may solve for the transfer func-
tion for the noninverting CFOA amplifier:

Q,/(1+GeQ
EZ(GH_GF) o/ (1+GrQ,) . (2.49)
Vv, s[t/(1+GrQ, )| +1
If we assume that GgQ, > 1, then the transfer function reduces to
Vo_ 1+R/Ri 2.50)
Vi s(TRe/Q,)+1
The circuit’s DC gain, Ay, is just
Ayo = Rt Re. 2.51)
Ry
The circuit’s GBWP is
Q. (R +R
GBWP = ==° (Re+R1) _ QoAvo Hz. (2.52)
ZTCTRFRl ZTCTRF
The -3 dB frequency of the circuit is given by the following equation:
fr= ot Re Qo 4y 2.53)

B 2nTRy - 2mTRy
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Note that the break frequency, f,, is dependent on R; alone. Thus, the DC gain can be set
with R;, holding the break frequency constant with Ri. Note that with a conventional OA
noninverting amplifier, the break frequency varies inversely with the circuit’s DC gain.

Although CFOAs offer advantages in terms of high output slew rate and f; and the
absence of the customary trade-off between gain and bandwidth found with conventional
OAs, they are not as flexible in terms of stability and the ability to synthesize transfer
functions.

First, let us examine the transfer function of a CFOA used in the CFOA inverting con-
figuration, shown in Figure 2.8. Here, the positive voltage input (V;) node is tied to ground,
causing the output of the unity-gain buffer to be zero. Neglecting R, V/=0, I, is given
simply by

I, =—(ViGy +V.Gr). (2.54)

If this expression for I, is substituted into Equation 2.47 for V,, we can solve for the invert-
ing amplifier’s transfer function, assuming that Q G > 1:

Vo Rk (2.55)
Vi s(TRe/Qo)+1 '

Note that for the inverter, the DC gain is simply —R/R;; the -3 dB break frequency, £, is
Q,/(ntRy) Hz; and the GBWP is Q_/(2ntR,) Hz. In using a conventional OA, it is a simple

~~~~~~~~~~~~ CEOA
Vi T
vevs T
= LOG) e
) X N T Yo
ccvs
Vi I, = 7
O T B
R; Re
—"VV\ NV

FIGURE 2.8
An inverting amplifier circuit using a CFOA.
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extension of the gain relation to replace R, and/or Ry with capacitors or series or parallel
RC circuits; stability is generally preserved. In the case of CFOAs, however, the designer
must avoid applying direct capacitive feedback between the V, and V{ nodes; some manu-
facturers provide an internal R to avoid this problem.

To examine what happens when a capacitor is connected in place of Ry in the inverting
CFOA amplifier in Figure 2.8, we note that the current I, can be written:

I, = —(ViGy +V,sC). (2.56)

When Equation 2.56 for I, is substituted into Equation 2.47 for V,, we can derive the follow-
ing transfer function:

Vo = Locl (2.57)
Ve s(t+CQ,)+1
If wesetR; =1MQ, C =1pF and Q_ = 108 Q, the transfer function (2.57) becomes
Vo _ —100_ (2.58)
Vi,  s100+1

This is certainly not an effective integrator; it is best characterized as an inverting LPF with
a break frequency of 102 r/s.

A noninverting integrator can be made from CFOAs, as shown in Figure 2.9. If we let the
CFOA’s 1's — 0, the integrator’s gain may be shown to be approximately

Vo _ Qo1/Ro (2.59)
V, = SRC(ReQui/RuR)+1 '
R
NN
In2
o
R
AoV K CFOA2 §R1
O—+ y
Vs @ i V.
CFOA1 = -

Inl
<
FIGURE 2.9
A noninverting integrator using two CFOAs.
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Note that a Thevenin output resistance, R,;, must be assumed for CFOA1’s unity-gain buf-
fer to permit analysis in this case. At frequencies above the break frequency, f,, the integra-
tor’s gain becomes

I’A Ry

V.  SRCR:

(2.60)

The break frequency for this integrator is quite low, about 5 x 107 r/s for Q, = 108 Q,
C=1pE R=1MQ, R =R, =10°Q, and R, =50 Q.

As a means to synthesize simple active filters (AFs) using CFOAs, consider the general
circuit shown in Figure 2.10. Here, we have replaced the integrator’s R and C in Figure 2.9
with admittances Y; and Y,, respectively. Using the same assumptions we made earlier in
the analysis of the integrator, we find

Vo Y1gzlc;01

— = . (2.61)
Vs Yi+Y, (1 + QIQZGolGA/GFQZ)

If we let Q, = Q, and Ry > R, and assume Q,G,; > 1, the gain expression Equation 2.61
reduces to

Vi _ ZoRa

. (2.62)
Ve ZiRe

(A more detailed analysis would include the real poles of the CFOAs in Equation 2.61.)
Note that using this circuit architecture, it is possible to synthesize a simple, two-pole,
one-zero band-pass filter (BPF) if we let Z, = R, + 1/joC; and Y, = G, + joC,.

In summary, we see that in simple inverting and noninverting configurations, CFOAs
offer HF response and slew rates. However, care must be exercised in using them in cir-
cuits having reactive elements. The basic inverting gain relationship of conventional IOAs,
Vo/Vy = =Z/Zyy, does not apply to CFOAs. Special circuit architecture must be used in
many cases to realize even simple transfer functions, such as integration or BP filtering.

RF
A4

In2

—=
Y; v Y,

— 73— crom St
& + +
() 1
= Vo
CFOA1
Inl

T

FIGURE 2.10
A general, noninverting feedback amplifier circuit using two CFOAs.
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2.4 Analog Active Filter Applications Using Conventional Op-Amps
2.4.1 Introduction

In the previous sections of this chapter, we have stressed the use of OAs to make single-
ended, broadband amplifiers. There are many instances in instrumentation systems where
it is also necessary to filter a time-varying signal by passing it through a linear, frequency-
dependent gain device. Such filtering is often used to improve SNR by attenuating those
frequencies containing noise, but which do not contain significant signal information.
Coherent interference may also be reduced or effectively eliminated by filtering. Finally,
before ADC (periodic sampling), analog signals must be low-pass filtered to prevent errors
in subsequent digital processing caused by aliasing. (Sampling and aliasing are discussed
in detail in Chapter 9.) Low-pass filtering is also used to smooth or average the outputs of
nonlinear circuits, such as rectifiers, PSRs, and true RMS converters.

Analog AFs fall into several broad categories dependent on the shape of the filter’s passband.
Figure 2.11 illustrates the major categories we will consider in the following sections. These
include high-pass, broad BF, narrow BP (high Q), low-pass, notch (band-reject), and all-pass
(used for phase compensation; the transfer function magnitude remains constant) active filters.

dB dB
20 +20 dB/dec.
S S
fn fL fH
(A) (B)
dB dB
+20 -20
S
Ju
© (D)
S

(E)

FIGURE 2.11

®

Bode asymptotes of common types of filters: (A) HPF. (B) Broad BP. (C) Narrow (tuned) BP. (D) LPF. (E) Band-
reject or notch. (F) All-pass (flat amplitude passband, phase is frequency dependent).
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Our treatment of analog AFs is by no means exhaustive; it is provided as a review of
AF circuits that find common use for analog signal conditioning in instrumentation sys-
tems. We will not go into the design details of high-order AFs in this text (pole and zero
placement). The reader should appreciate that the analysis and design of analog AFs is an
extensive subject and books and chapters of books have been written on the subject. Many
references on analog AF design are included in the chapter bibliography.

2.4.2 Analog Active Filter Architectures

The reader should be aware that there are many AF circuit architectures that can be used
to realize a given transfer function. Some circuits offer the advantage of few components
or minimum sensitivity to OA gain changes, while others offer design flexibility in terms
of being able to independently set one or more of the filter’s parameters (midband gain,
break frequency, damping factor or Q) by adjusting one, unique R or C for each param-
eter. In this section, we stress certain AF architectures that allow easy design. To expedite
analysis, we assume all of the OAs are of conventional design and are ideal.

2.4.2.1 Controlled-Source Active Filters

This type of filter can be used to realize BP, low-pass, and high-pass quadratic transfer
functions. A single OA is used as a low- or unity-gain VCVS with four or five resistive or
capacitive feedback elements. Figure 2.12 illustrates the well-known Sallen and Key LPF. To
derive this filter’s transfer function, we observe that the OA behaves as a VCVS with gain
K, =1+ Rg/R,. Thus,

_ Vl(l/SCZ) _ Vi

Vo= = . 2.63
' Ry+1/5C,  1+sR,C, (269
We write a node equation on the V, node:
1
Vi|Gi+————+5C; |-sCV, =V,G. 2.64
1( 1 Ry +1/5C, s 1) 54y 1 ( )
Ry
VY
RA
= v,
OA (O

Rl
NNV +
Vsé T Cl T CZ
FIGURE 2.12

A Sallen and Key quadratic LPE.



60 Introduction to Instrumentation and Measurements

Equation 2.63 can be solved for V; and substituted into Equation 2.64, allowing us to solve
for V, in terms of V,. The Sallen and Key LPF’s transfer function can thus be written as

Vo Ky
o= . (2.65)
Vi S'CICRiRy +5[ Gy (Ri+Ry) + RiCy (1-K, ) |+1
If K, is made unity, then the transfer function becomes
Y ! (2.66)

‘/S - 52C1C2R1R2 + SCZ (R1 + Rz) +1 '

The transfer function’s denominator has the standard quadratic form (52/(1)31 +5%C/m, +1).
The undamped natural frequency, o, for the Sallen and Key LPF is

1

Oy =————1/8. 2.67
CORR, " 2en
The damping factor, ¢, can be written as
C: Cz (Rl +R2). (268)
2C1C2R1R2

If R, is made equal to R,, then the damping factor reduces to the simple expression

_ |G
g= . (2.69)

Conveniently, the LPF’s damping factor is set by the square root of the ratio of the capaci-
tor values. Simultaneous adjustment of R, = R, with a ganged variable resistor can set o,
independently from the damping factor.

Figure 2.13 illustrates a Sallen and Key high-pass filter (HPF). Analysis of this circuit fol-
lows that for the aforementioned LPF. If K is set to unity and C, = C, = C, then it is easy to
show that the transfer function is

2
Yo SGRR , (2.70)
‘/s S C1C2R1R2 + SR1 2C+1

The undamped natural frequency, w,, of the HPF is also given by Equation 2.67. The damp-

ing factor is given by
R | 1 /Rl
=t = |=L, 2.71
¢ 2\CRR, \R @7

It is also possible to make a controlled-source BPF, as shown in Figure 2.14. Although
a general analysis is interesting, it is more useful to realize this circuit with K, = 1 and
C, = C, = C. The BPF’s transfer function is

s[CG1/(GaGi +GoGs) |
[ C?/(GaGi +G:Gs) |+5[ C (G2 +2G1 + G )(GaGr + GaGs) [ +1

V.
2= 2.72a
v (2.72a)
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FIGURE 2.13
A Sallen and Key quadratic HPE.

§ G, OA

FIGURE 2.14
A controlled-source, quadratic BPF.
Here,
Gy (G1+Gs
0, = ( c ) r/s
The gain at resonance is
G

Avpk =~ ———,
Gy, +2G; +G3

and Q of the tuned circuit is given by

Q— Gz(G1+G3)_i
G, +2G+G; 28

61

(2.72b)

2.73)

(2.74)

Note that the peak response, A,, and Q are independent of C; C; = C, = C can be used to set

®, at constant Q and A,.



62 Introduction to Instrumentation and Measurements

2.4.2.2 Biquad Active Filters

Another AF architecture with which it is extremely easy to meet design criteria is the
biquad AF. There are two versions of the biquad, but Figure 2.15 shows the more versatile,
the two-loop biquad. This circuit can act as an HPFE, sharply tuned BP, or LPE, depending
on which output is selected. It also allows independent adjustment of the filter’s peak gain,
break frequency, and damping factor or Q. All-pass and band-reject (notch) filters can also
be realized using the basic biquad filter with the addition of another OA.

First, we will examine the LPF transfer function of the biquad AF in Figure 2.15. Note

that the subunits of this filter are two inverting summers and two integrators. The LPF’s
transfer function can be found from an application of Mason’s rule:

Vs _ (=R/Ry)(=R/R;)(-1/sCR;)(-1/ CRs)
5 - . (2.75)
Ve 1+[(-1)(-R/Ry)(~1/ CRs)+(~1)(~1/sCRs)(~1/sCRs) |
This transfer can be simplified to standard quadratic (time-constant) form:
R?*/(R,R
Vo _ S /(RiR;) , (2.76)
Vi s’R3C*+(sRsCR/R,)+1
Inspection of Equation 2.76 shows that the low-frequency (LF) gain of this LPF is
RZ
A =—. 277
VLOW+ R1R2 ( )
The natural frequency is
0, = 1 r/s (2.78)
CR, ’
R
W
C
R 2 I(
A A I\
Ry Ry Ry
- ANA—- ANA—-
V, Vs
I0A VWA I0A J I0A Va
Vs R (HiP)
+ I: + I: + (BP)
= = iy =
0 N
- %%
V5
I0A
(LoP)

FIGURE 2.15
A two-loop, biquad AF.
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and the damping factor is

R

szRz'

(2.79)

The same biquad filter can be used as a tuned BPF. In this case, the output is taken from
the V, node. The transfer function again can be found by the application of Mason’s rule:

& _ _SR3CR2/(R1R2) (2 80)
V,  ¥R3C*+(sRsCR/Ry)+1 ’

The BPF has a peak response at the natural frequency given by Equation 2.78. The peak
gain is

R
AVpk = —Ri . (281)

1

The BPF’s Q, a measure of the sharpness of its tuning, is given by

Q=__="2. (2.82)

Finally, the biquad AF of Figure 2.15 can produce a quadratic high-pass characteristic. Here,
the output is taken from the V; node. The transfer function can be shown to be

Vi _ S'RIC’RY/(RiR;) 2.83)
V. §*R3C*+(sRsCR/R,)+1 '

The HPF’s natural frequency and damping factor are the same as for the LPFE. Its HF gain
is the same as the LF gain of the LPE.

It is also possible through the use of a fourth OA inverting summer to generate a notch
filter that will sharply attenuate a selected frequency and pass all other frequencies. Such
notch filters often find application in eliminating unwanted coherent interference, such as
powerline frequency hum. The basic operation performed by a notch filter is illustrated
in Figure 2.16. Simply stated, the output of a BPF is subtracted from its input. The BPF’s

-s(2Cayp) Vs

s2+s(2Cwn)+m§

@ _

V,

o

O,

FIGURE 2.16
Block diagram for a biquad notch filter. V, is the inverting BP output of the two-loop biquad filter of Figure 2.15.
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peak gain is made unity. As a result of this operation, the notch filter’s transfer function
has a pair of conjugate zeros on the jo axis in the s-plane at +jo, and the usual complex-
conjugate, quadratic pole pair at s = +jw,. Its transfer function is given by the following
equation:

Ve _ (sz/w,zl)+l (2.8
V, (sz/mﬁ)+s(1/an)+1' '

A biquad realization of a notch filter is shown in Figure 2.17. It is left as an exercise to derive
its transfer function (note that R, should equal R to obtain the form of Equation 2.84).

As a final example of the versatility of the biquad AF architecture, we examine the all-
pass filter design shown in Figure 2.18. All-pass filters have a flat frequency magnitude
response; only the phase varies with frequency. All-pass filters are used to modify the
phase response of electronic signal-conditioning systems without introducing frequency-
dependent gain changes. Here, the BP output, V,, of the biquad of Figure 2.15 is summed
with the filter input, V.. The all-pass filter output, V,, is easily seen to be

Vs V.
Ve=—Rg| == +=2% | (2.85)
Rs R4
Vs R
LPF —© MV
Basic v R
i 4
biquad BPE ol AN -
Vy R Vi
Vs @ HPF ——O OA |
= LU
FIGURE 2.17
Realization of a biquad notch filter using the basic two-loop biquad of Figure 2.15.
Vs Rq
LPF —© VA
Basic Va R,
biquad BPF O NN -
V3 Rs Ve
Vs @ HPF ———©O I0A e

..|”_

FIGURE 2.18
Realization of a biquad all-pass filter. See text for special relations for R, Rs, and R,.
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When the relation for V,/V,, Equation 2.80, is substituted into Equation 2.85, we can
show that

Vo (Rs/Re)[s"REC*+(sRsCR/Ry)+1]~[(Re/Ry)sRsCR?/RiR, | 256
V., $*R3C* +(sRsCR/ R, ) +1 ' '

This relation may be reduced to the standard all-pass filter format given by Equation 2.87
if welet R, =R, R; =2R,, and R, = Rs:

Ve  $’R3C?—(sRsCR/R,)+1 2.87)
V.  $*RIC*+(sRsCR/Ry)+1’ '

In summary, note that the frequency response magnitude function for the all-pass filter
is unity over all frequencies; only the phase varies. When s = jo in Equation 2.87, the phase
of the frequency response function is given by

(2.89)

21p2~2
o= —180°—2tan1(1HDR3C )

(DCRsR / R2

2.4.2.3 Generalized Impedance Converter Active Filters

GIC circuits, using two OAs and five, two-terminal elements (either Rs or Cs), can be used
to synthesize impedances to ground of the form Z(s) = sX or Z(s) = 1/s2D. These imped-
ances in turn can be combined with other Rs, Cs, and OAs to generate various quadratic
transfer functions, such as those discussed for the previously shown biquad AF architec-
ture. Figure 2.19 illustrates the basic GIC architecture. Analysis of the GIC’s driving point
impedance is made easier if we assume that the OAs are ideal. Under this condition, we
can write that the input impedance of the GIC to ground as

Vi Vi
AP R S (2.89)
A (ARATFA

Also, from the IOA assumption and Ohm'’s law, we have

Va=Vi Vi-Vs
I, = =l=—1"2, 2.90
2= b= (2.90)
Va-Wi Vi
I,= =ls=_". 291
1= =h=g (2.91)

From the three preceding equations, we can show

V=V (1 +§4J 2.92)

5
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FIGURE 2.19
The basic GIC circuit architecture.

and

Z:25-7,Z,

Vo=V =" | 293

v %)
The GIC driving point impedance can be shown to be
\RRAVAYA

Zi(s)=—= . 294

n(s)= = .99

If we let Z, = 1/sC, (a capacitor) and the other Zs be resistors, then Z,; is in the form of a
high-Q inductive reactance:

Zy = s(CZRlRSRS J (2.95)
Ry

where the equivalent inductance is given by

L= (CRRRJH (296)
Ry
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If both Z, and Z; are made capacitors, then the GIC’s input impedance becomes a frequency-
dependent negative resistance (FDNR) element:

—R; -1

Iy=—F—" =, 297
" SZC1C5R2R4 SZD ( )
Thus, the GIC D element value is given by
D= M' (2.98)
Rs

A number of AF designs based on the inductive and D Z;; forms have been devised. BP,
all-pass, notch, low-pass, and high-pass designs are possible. Examples of these designs
may be found in Chapter 4 of the text by Franco (1988). We illustrate a two-pole BPF in
Figure 2.20 and a FDNR-based, two-pole LPF in Figure 2.21.

The transfer function for the BPF can be shown to be

V. sLeq/R

2= , 2.99
Vi §°CLeq+(5Leq/R)+1 @)

I0A >

R Vl Vo
%% I +
T~
V, C GIC
s @ inductor !
FIGURE 2.20
A tuned, quadratic BPF using a GIC as a (synthesized) low-loss inductor.
I0A >
R Vi Yo
%% I +
T GIC
Vs @ D-element L

FIGURE 2.21
A quadratic LPF realized with a GIC FDNR element.
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where L, is given by Equation 2.96. The LPF’s transfer function is given by Equation 2.100:

Vo = 2;, (2.100)
Vi s°RD+sRC+1

where D is given by the aforementioned Equation 2.98. Figure 2.22 shows a GIC-derived
all-pass filter and Figure 2.23 a GIC-derived notch filter. Derivation of their transfer func-
tions is left as exercises at the end of this chapter.

R
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Z,=Zy=Z4=Z5=R
FIGURE 2.22
A GIC-derived all-pass filter.
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FIGURE 2.23
A GIC-derived notch filter.
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2.4.2.4 High-Order Active Filters

Often the simple two-pole (quadratic) AF designs, which we have described earlier, do
not meet the signal-conditioning requirements of an instrumentation system. In these
cases, quadratic filters may be cascaded to create high-order filters having four or more
poles. Such high-order filters are described according to how they perform in the time

and frequency domains. In the following, we list the more commonly used types of high-
order AFs:

Butterworth filters: The frequency response magnitude for this type of high-order AF
has no ripple in the passband. Its phase vs. frequency response is nonlinear, so that
the signal propagation time through the filter is not constant over frequency. There is
considerable output overshoot in the time domain response of Butterworth filters of
order greater than n = 4 to transient inputs. The slope of the stopband attenuation is
—20n dB/decade.

Chebyshev filters: In the frequency domain, the Chebyshev filter has no ripple in its stop-
band but has a specified passband ripple. Generally, a Chebyshev LPF having the same
attenuation slope in the stopband as a comparable Butterworth LPF requires a lower order
(fewer poles).

Elliptic or Cauer filters: In order to attain a higher attenuation (for a given order) in the
transition band of frequencies (between passband and stopband), the elliptic filter allows
ripple in the frequency response magnitude in both the pass- and stopbands. High-order
elliptic filters have oscillatory transient responses.

Bessel or Thompson filters: In order to achieve a transient response that is free from over-
shoot and ringing, Bessel filters trade off steep attenuation slope in the transition band
for linear phase response. For any order, 1, Bessel filters make good LPFs where faithful

time domain signal reproduction is required. They are used in medical systems such
as ECGs.

2.4.3 Operational Amplifier Integrators and Differentiators

Often in conditioning analog measurement records, we wish to either integrate or dif-
ferentiate these signals. Simple analog integration of an input signal can present two practi-
cal problems: One is that if the signal contains a DC or average level, the integrator will
eventually saturate. That is, the output voltage of the OA is bounded at levels less than its
power supply voltage. The second problem with a practical analog integrator is that even
with its input grounded, it will integrate its own DC bias current and offset voltage. Using
Figure 2.24 and assuming an otherwise ideal OA, it is easy to show that the integrator’s
output due to its bias current and offset voltage is given by

Vo (t)

= +Vos + .
G P RG

(2.101)

Here, we assume zero initial conditions until ¢ = 0. Clearly, v,(f) will linearly approach the
+ or — saturation voltage of the OA. The use of EOA or autozero OAs can minimize analog
integrator drift, however. Note that digital integration can generally eliminate most of the
bias current and drift problems.
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T .

FIGURE 2.24

dO | e > %

An OA integrator circuit showing sources of DC drift error. The magnitudes and signs of the DC bias current, I,

and the offset voltage, Vs, depend on the particular type of OA used and its temperature.

Analog differentiation also presents practical problems. In OA differentiators, bias current
and drift present little problem. However, a real OA’s finite bandwidth can give HF transient
problems. Refer to Figure 2.25. At the summing junction, we can write the node equation:

V! (G+5sC)-V,G=VisC.

The OA’s output is given by
Vo _ _KV

Vi Tas+1°

If we combine Equations 2.101 and 2.102, we can show

-[Kv/(Ky+1)]sRC

Vo _
7

“l
I\
R
AYAYAY,
|/ h
I\ Vi
VitV OA | Y

FIGURE 2.25
A basic OA differentiator. Cy. can be used to damp the HF response.

i [$taRC/ (Ky +1) [+[ s(ta + RO)/ (Ky +1) ]+1°

(2.102)

(2.103)

(2.104)
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At low input frequencies,

Yo - _re. (2.105)
Vi

i

At high input frequencies, the quadratic denominator of the transfer function, Equation
2.104, is significant. The break frequency of the transfer function is

Ky +1
TARC

n

r/s. (2.106)

The damping factor of the analog differentiator can be shown to be

¢= TA+RC [Ky +1' 2.107)
2(Ky +1)\ taRC

To see where the problem arises, let us substitute typical numerical values for the circuit:
R=1MQ, C=1ypF t, =0001s, K, = 10°. Now we calculate o,, = 3.16 x 10* r/s, and the
damping factor is { = 1.597 x 102, which is quite low. Thus, any transients in V; will excite
a poorly damped, HF, sinusoidal transient at the output of the differentiator. This behavior
can present a problem if the differentiator input is not bandwidth limited. If the differ-
entiator’s input is not bandwidth limited, we must limit the bandwidth of the circuit by

placing a small capacitor in parallel with R. It is left as an exercise to compute the transfer
function of the practical differentiator with a parallel RC feedback circuit.

2.4.4 Summary

In the preceding subsections, we have reviewed the architectures of three commonly used,
quadratic, AF building blocks in the design of analog signal-conditioning systems. There are
many other AF architectures that filter designers also use. However, lack of space prohibits
their description here. The interested reader should consult the chapter bibliography.

2.5 Instrumentation Amplifiers

As defined by current practice, IAs are generally described as direct-coupled, low-noise,
DAs having very high input impedances, high CMRR, user-settable gain from 0 to 60 dB,
and bandwidth from DC to the hundreds of kHz, depending on design and operating gain.
Manufacturers offer IAs as ICs. IAs are often used at the output of a transducer, such as
a bridge circuit, as the first stage in an analog signal-conditioning system. As headstages,
IAs should have low-noise characteristics in noise-critical applications. We illustrate in the
following two IA circuits that can be made from low-noise OAs in order to obtain custom
low-noise IA designs.

Table 2.1 as follows summarizes the systems characteristics of some commercially avail-
able IAs. Note that IA bandwidths are not generally very broad, generally covering the
audio spectrum, with some exceptions. Their slew rates are also modest. IAs are generally
characterized by high CMRRs and high input impedances, however.
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2.5.1 Instrumentation Amplifiers That Can Be Made from Op-Amps

Figure 2.26 illustrates the well-known, three-OA IA circuit. The practical range of the dif-
ferential gain of this circuit ranges from 1 to 1000 by adjusting the value of R,. Note that
OA3 is set up as a DA using matched resistors: R; and Rj and R, and Ri. Assuming OA3 is
ideal, it is easy to show that its output is given by

Vo = (V4 —%)(ﬁ“ J (2.108)

This design also assumes that the resistors R, and Ri and R, and R} are perfectly matched.
The DA circuit of OA3, although having an apparent high CMRR and differential gain, is
unsuitable as an IA because of its unequal and relatively low input resistances. V; sees an
input impedance of R; to the summing junction of OA3, which is at virtual ground, while
V, sees an input impedance of R; + R;. OAs 1 and 2 form a symmetrical circuit that can
be analyzed for the cases of pure CM input signals and pure DM input signals. (Note that
any combination of V, and V% can be broken down into CM and DM input components to
OA1 and OA2 and the responses to these components can be summed at the output by
superposition.)

For purely CM inputs, V, = V;, and symmetry considerations lead to the conclusions
that the summing junction potentials of OA1 and OA2 are identical; hence, there is no cur-
rent flowing in R,. (Here, we have assumed that OA1 and OA2 are IOAs and that R, = R;)
Because no current flows in R; under CM input excitation, we may remove it from the
circuit (i.e., replace it with an open circuit). Thus, OA1 and OA2 are seen to be unity-gain
followers under CM excitation. Thus, their outputs V; and V, are seen to be equal and
equal to the CM input, V,.. The following DA circuit of OA3 subtracts V; from V,, produc-
ing, ideally, a V, = 0 for CM inputs. Because the OAs are not ideal and have finite CMRRs,
gains, bandwidths, and input and output impedances and because resistor matching may
not be perfect, there will be a small V, for a pure CM input.

In the case of a purely DM input, V{ = V,, and the summing junctions of OA1 and OA2
are at -V, and V,, respectively. Hence, a current of 2V,/R, amps flows in R,. Furthermore,

Vs
R4
NV
R, R
AAAY A -
VO
R OA3 Y
NV NV +
R; R;
Ry
v,

FIGURE 2.26
Schematic of a three-OA TA.
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consideration of Kirchhoff’s voltage law leads to the conclusion that the center of R,
(i.e, R,;/2 Q from either end) is at zero volt potential with respect to ground and thus may
be tied to ground without disturbing the circuit. Now the DM OA1 and OAZ2 circuits are
seen to consist of noninverting amplifiers with feedback resistor R, and resistance R,/2 to
ground from the summing junction. Hence, both the DM OA1 and OA2 circuits can easily
be shown to have the gains

2R,

—=—=1+ . (2.109)
Vi Vs Ry
Thus, the output for DM inputs is just
Vo = 1428 [ Re (V,-V%). (2.110)
R \Rs

The three-OA IA configuration is used in some commercial IC IA designs. It provides
the designer with some flexibility if special circuit behavior is desired, such as low noise or
wide bandwidth. Resistor matching is critical for obtaining a high CMRR. Often a resistor,
such as R,, can be made variable to tweak the CMRR to a maximum.

Figure 2.27 illustrates a two-OA IA design. Again, two matched OAs must be used, and
resistors, R, must be closely matched to obtain a high CMRR. This circuit may be analyzed
using superposition and the IOA assumption. First, we assume that Vs > 0 and V, — 0.
Thus, V; =V, and V; = 0. Now we write node equations on the V; and the V; nodes:

‘/;(2G+GF)—V4G—V5GF = 0, (2111)
V5 (2G + GF ) - V3GF - VOG - V4G = 0 (2112)
Vs +
Yo
OAl >
Vs B
R R Ry
R
NV
= R
NV
Vs |
OA2 V,
Vi ] +

FIGURE 2.27
A two-OA IA circuit.
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Simultaneous solutions of Equations 2.111 and 2.112 give us

V,=-V! 2(1+1§} (2.113)

F

In a similar manner, we set V, > 0 and V{ - 0 and note that V; = V, and V; = 0. Node equa-
tions are written on the V; and V; nodes:

V3 (ZG+GF)—V4G—V5GF = 0, (2].14:)

V5 (2G+GF)—VgGF —VOG—V4G = O (2115)

Solution of these equations gives us

Vo= VSZ(l+R). (2.116)
Ry
Hence, by superposition, the two-OA IA’s output can be written as
, R
V,=(V, -V, )2(1+]. (2.117)
R

Note that for both IA designs previously given, the inputs are made directly to the non-
inverting, high-input-impedance inputs of OAs. Hence, the input impedance of these IAs
will essentially be that of the OA. If FET input OAs are used, then input resistances in
excess of 1012 Q can be attained with very low bias currents.

2.5.2 Isolation Amplifiers

IsoAs are a special class of IA that find extensive application in biomedical instrumenta-
tion, specifically, the recording of low-level bioelectric signals from human and animal
subjects. Their use is generally dictated by electrical safety considerations. Their use is
also called for when the input signal is found in the presence of a high common-mode
voltage (CMV) and also in the situation where ground-loop currents can introduce errors
in the signals under measurement. IsoAs have an extremely low conductance between
the reference ground of the output signal and the differential headstage’s ground and
input terminals. The DC conductive isolation between the headstage ground and the out-
put stage ground is generally accomplished by a magnetic transformer coupling or by
optocoupling techniques.

In the Analog Devices family of IsoAs, the output of the input DA is coupled to the out-
put stage of the IsoA by an isolation transformer. The operating power for the input DA is
also transformer-coupled from an HF power converter oscillator, which derives its power
from the nonisolated or normal supply for the IsoA. The block diagram of an Analog
Devices AD295 precision hybrid IA is shown in Figure 2.28. Note that in this design, both
the input DA and the output circuit have isolated (internal) power supplies.

To illustrate the differences between ordinary IAs and IsoAs, we review some of the key
specifications for the now discontinued Analog Devices Model AD294A medical IsoA.

The overall gain is the product of G and Goyr.

Gn=0+10°/Ry), Re21kQ, Gpuax=100, Gour=(1 +R,/Ry), 1< Geyr< 10.
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FIGURE 2.28

A simplified block diagram of an Analog Devices AD295 precision IsoA. (Figure used with permission from
Analog Devices.)

Hence, the overall gain may be 1000. The CMRR of the AD294A is 100 dB, not exceptionally
high for an IA. The maximum continuous CMYV is +3500 Vpk. The amplifier is rated to stand
a +8000 Vpk, 10 ms pulse at the rate of 1 pulse every 10 s. The input impedance is 108 Q|[150 pF.
The input (DC) bias current, Iy, is 2 nA. The SS bandwidth is 2.5 kHz (gain 1-100 V/V). The
slew rate is 9.1 V/ps. The maximum leakage current between headstage and output stage is
2 pA RMS, given 240 V RMS 60 Hz applied to the input. The AD294A was typically used to
record electrocardiographic or electromyographic signals using body surface electrodes.

The Intronics Model 1A294 medical IsoA is also suitable for ECG recording and EEG
signal conditioning. This IsoA also uses the two-transformer architecture to couple power
into the differential headstage and signal out. Its specifications are summarized in the
following.

The IA296's gain is fixed at 10. The CMRR is 160 dB with a 5 kQ source resistance
imbalance. The maximum safe DC CM input voltage is +5000 V. The CM input impedance
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is 10" Q|10 pF; the DM input impedance is 3 x 108 Q[|2.2 pE. The input bias current is
+200 pA; the Iy tempco is +5 pA/°C. The -3 dB bandwidth is 1 kHz. Input noise with a sin-
gle-ended input with R, = 5kQ is 0.3 pV in a 10 Hz to 1 kHz bandwidth (about 9.5 nV/VHz);
the current noise is about 0.13 pA/\/HZ in a 0.05 Hz to 1 kHz bandwidth. Maximum leak-
age current due to component failure is 10 pA. (Intronics Power Inc.: www.intronicspower.
com/products/pdf/ia294.pdf [accessed February 2, 2014].) Because of its low noise, the
Intronics 1A294 is well suited for measurements of low-level biological signals such as
fetal ECGs, EEGs, and evoked brain potentials.

Finally, as an example of a photooptically coupled IsoA, we examine the Burr-Brown
Model 3652 IA. (BB-3652A data sheet: www.ti.com/lit/ds/sbos129/sbos129.pdf [accessed
February 3, 2014].) (Note Texas Instruments bought BB in September 2000.) Because this
IA does not use a built-in transformer to couple power to the input DA, an isolated DC/
DC converter must be used, such as the Burr-Brown Model 722. The BB722 supply uses a
900 kHz oscillator to drive a transformer that is coupled to two independent rectifiers and
filters. It can supply =5 V DC to 16 V DC at about 16 mA to each of the four outputs. It has
isolation test ratings of 8000 Vpk for 5 s and +3500 Vpk continuous between inputs and
outputs. The leakage current maximum for this power supply is 1 pA for 240 V RMS at
60 Hz, insuring medical safety. The Model 3652 IsoA has the following specifications when
used with the BB722 DC/DC power supply.

Gain is settable from 1 to 1000. The CMRR is 80 dB. The BB3652 can block a CMV of
+2000 V DC and a pulse of +5000 V for 10 ms. The input resistance is given as 10! Q,
CM and DM. The isolation impedance between input and output is 10> Q|| 1.8 pF. The
input bias current is 10 pA. The offset voltage tempco is 25 pV/°C. The -3 dB band-
width is 15 kHz at all gains. The short-circuit voltage noise is 5 pV RMS measured over
a 10 Hz-10 kHz bandwidth. No figure is given for the input current noise. Maximum
leakage current is 0.35 pA.

2.5.3 Autozero Amplifiers

Yet another type of IA merits attention. The commutating autozero (CAZ) amplifier
employs a rather unique design to obtain an almost negligible DC input offset voltage
drift. The Intersil ICL7605/7606 CAZ amplifiers make use of two, novel, switched capacitor
networks to: (1) Convert a true differential input to a single-ended signal that is the actual
input to the CAZ amplifier; and (2) The second pair of switched capacitors is used in con-
junction with two matched OAs to cancel out each OA’s offset voltage. This process is illus-
trated in Figure 2.29A and B. During the A clock cycle, C, is forced to charge up to -V,
while C, charged to —Vg, is switched in series with the input, V;, and Vg, to cancel Vg,.
In the B position, C, is charged up to -V, and C, now charged to —Vg, is put in series
with Vg, and V] to cancel Vi, etc.

The maximum CMRR is 104 dB, and the amplifier bandwidth is 10 Hz. The offset volt-
age tempco is an amazing 10 nV/°C. The commutation clock frequency of the Intersil CAZ
amplifier can range from 160 to 2560 Hz. Overall gain can be set between 1 and 1000. The
ICL7605/7606 CAZ amplifier is intended for use with DC measurement applications such
as strain gauge bridges used in electronic scales.

National Semiconductor (NS) offered the LMC669 autozero module that can be used
with any OA configured as a single-ended inverting summer or as a noninverting ampli-
fier. (Note that NS was bought by Texas Instruments 9/23/11.) Figure 2.30A and B illustrates
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two applications of the LMC669 autozero circuit. Note that the autozero module does not
limit the dynamic performance of the OA circuit to which it is attached; the amplifier
retains the same DC gain and SS bandwidth and slew rate. The effective offset voltage
drift of any OA using the autozero is 100 nV/°C. The maximum offset voltage using the
autozero is =5 pV. The autozero’s bias currents are 5 pA (these must be added to the OA’s I);
its clock frequency can be set from 100 Hz to 100 kHz. The NS LMC669 autozero module
was very useful to compensate for DC drift in circuits using special-purpose OAs, such as
EOAs, which normally have large offset voltages (200 pV) and large V55 tempcos (5 pV/°C).
The autozero does contribute to an increase in the circuit’s equivalent input voltage noise.
However, the choice of sampling rate and step size and the use of low-pass filtering in the
feedback path can minimize this effect.
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FIGURE 2.29

(A) Schematic of the innards of an Intersil ICL7605/7606 CAZ amplifier. In this (A) switching cycle, OA1 is con-
nected to the output. OA2 is connected such that its DC offset voltage charges up C,. C, is switched in series with
the input node of OA1 so that the voltage on C, cancels V.
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FIGURE 2.29 (continued)
(B) In the (B) switching cycle, OA2 is connected in series with C,, s0 Vg of OA2 subtracts from Vg on Cy.

2.5.4 Absolute Isolation

One scheme that can produce absolute isolation between the transducer, headstage, and system
under test environment and the signal conditioning, digital interface, and computer is the fiber-
optic cable (FOC). The transducer and headstage are powered by batteries or an autonomous
energy-harvesting system. The headstage analog output modulates the intensity of a LED
projecting light down the FOC. Several modulation schemes might be used, including pulse
frequency modulation (FM), sigma—delta modulation, or double-sideband, suppressed-carrier
modulation (DSBSCM). A photodiode responds to the modulated light signal on the near end of
the FOC. Its output is directed to a suitable demodulator, and the signal is recovered. The FOC
provides essentially zero conductance between the system under test and the signal conditioner.

2.5.5 Summary

In this section, we have examined some examples of IAs. IAs are generally defined as
DAs with high input impedances, high CMRR, and programmable gain, usually set by
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(A) The LM669 autozero IC is used to cancel out offset drift in an inverting OA application. The LM669 continu-
ally samples the DC voltage at the OA’s summing junction and then generates a compensatory DC voltage at the
noninverting input. This action nulls the OA’s Vs to be effectively +5 pV. This offset voltage correction compen-
sates for the Vs drift due to temperature and power supply changes. (B) The LM669 acts as a DC servo integrat-
ing feedback loop around an OA used as a noninverting amplifier for AC signals. The DC output error of the

OA is reduced to about 5 pV, the Vs of the LM669. The LM669 replaces the ground reference for the resistor R.
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choice of one or two resistors. Their bandwidths generally depend on the gain setting and
roughly follow the constant gain x bandwidth rule. Typical unity-gain bandwidths are in
the hundreds of kHz, although some are now available in the 3 MHz range. Special isola-
tion IAs and autozeroing amplifiers are also available.

2.6 Nonlinear Analog Signal Processing by Op-Amps
and by Special Function Modules

2.6.1 Introduction

Perhaps the best way to define what we mean by nonlinear signal processing is to first
describe the properties of a linear system (LS). LS outputs can be found, in general, by the
operation of real convolution. Real convolution can be derived from the general property of
LSs, superposition: the operation of real convolution can be expressed by the well-known
definite integral, sic:

yi()=x ®h = J' 4 (0)h(t—o) do, 2.118)

where
y,(t) is the system output, given an input
x,(f) to a LS with an impulse response, h(t)
® denotes the operation of real convolution

The property of superposition is illustrated by Equation 2.119. We note that
Y3 = (alyl + a2y )/ (2.119)

given input x; = (a,%; + 4,X,).
LS outputs can be scaled, that is, if x, = ax;, then

ya=a(x;®h). (2.120)

Finally, LSs obey the property of shift invariance. If the input x is delayed t, seconds, then
the output is also shifted:

y(t—to)=x(t—t,)®h. (2.121)

Nonlinear systems do not obey the properties of LSs discussed previously. Nonlinear sys-
tems can be dynamic, static, or a combination of both. A static nonlinear system is one
in which the output, y, is some nonlinear function of the input, x. For example, y = sin(x),
y =sgn(x), y =a + bx + cx?, and y = abs(x) describe nonlinear, static relations between input
x and output y. y = mx + b is a linear static function of x.
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A dynamic nonlinearity is one described by a set of first-order, nonlinear ODEs. An exam-
ple of such a system is the well-known Volterra equations describing predator—prey rela-
tions in a simple ecosystem. These are

X1 = kixy —ksx1x,, (2.122)
Xy = kaXo —kaX125. (2.123)

The Volterra system responds to initial conditions on x, and x,. That is, a solution to the
Volterra equations is run as an initial value problem (IVP).

Another example of a dynamic nonlinear system is illustrated in Figure 2.31. A linear,
parallel LC circuit is connected to a negative resistance element whose current is deter-
mined by the following relation:

iy =—av+bv°. (2.124)

Hence, by Kirchhoff’s current law, we can write

_ 2
0=t—p( L7307 |2 ), 2 (2.125)
a CJ LC
This relation can be written as two first-order ODEs:
_ _ 2
=2y (1232 [ (2.126)
LC a C
5(2 = X1, (2127)

where, obviously, x, = v. Equation 2.125 is the well-known van der Pol equation.

Often nonlinear systems can be modeled by separating the linear dynamics from a no-
memory nonlinearity, such as y = tanh(x), which can either precede or follow the linear
block or lie between two linear blocks, depending on circumstances.

There are several important nonlinear analog signal processing operations that are used
in instrumentation. These include, but are not limited to, precision full-wave rectification or
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FIGURE 2.31
A simple nonlinear RLC circuit that can be used to illustrate the van der Pol equation for nonlinear oscillations.
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absval circuits, true RMS-to-DC conversion circuits, peak detection circuits, sample-and-hold or
track-and-hold (T&H) circuits, square-root circuits, special function modules that give an analog
output proportional to x(y/z)", log ratio modules, and trigonometric function modules.

We will review the applications of each of the nonlinear signal processing circuits before
discussing its architecture and design details. Certain nonlinear operations may easily
be realized with OA circuits; for others, it is more expedient to use off-the-shelf, special-
purpose microcircuits. We cite examples of these microcircuits, but for practical reasons, it
is not possible to list all of a given type available.

2.6.2 Precision Absolute Value Circuits

As the name implies, this type of nonlinear circuit takes the absval of the input waveform.
Thus, the output approximates

y(t)=k abs[x(t)] = k‘x(t)

) (2.128)

where k is a gain or scaling constant. Precision absval circuits can be used for transfer
standards. That is, they perform nearly ideal, full-wave rectification of symmetrical sinu-
soidal signals, which, after low-pass filtering, appear as a DC voltage proportional to the
peak or RMS value of the input sine wave. This DC voltage can be generally measured
with greater accuracy than the corresponding AC voltage, especially when the peak value
is less than 1 V. Precision absval circuits have been used in adaptive analog AFs, such as
the well-known Dolby B™ audio noise suppression system. Here, the absval/LPF system
output is proportional to the signal power in a certain range of high frequencies and is
used to adjust the filter’s HF response. Precision absval circuits can also be used to precede
square-law circuits used to square time-variable signals. When this is done, only half of a
parabolic nonlinearity needs to be used because

y=[abs(x)] =x2 (2129)

Many precision absval circuits using OAs exist (see, e.g., Sections 5.2 through 5.4 in Graeme
1974); we will examine several of the more useful designs here. Figure 2.32 illustrates the

FIGURE 2.32
A precision, operational, full-wave rectifier or absval circuit.
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circuit of a commonly used absval operator that uses two OAs. Its input resistance is just R/2,
and its output is ideally given by

V, = +(R )Vl. (2.130)

However, at low levels of V;, some tweaking of the R/2 resistor may be required to obtain
equal and opposite slopes of the absval curve.

Another absval circuit having high input resistance is shown in Figure 2.33. In this cir-
cuit, correct resistor values are important. The parameter n is the rectifier gain and must
be >1. A small capacitor, C, is used to improve the HF response of the circuit. R; and R,
can be made variable in order to adjust the absval operation to be symmetrical (i.e., have
slopes of +n or —n).

Finally, Figure 2.34 illustrates an absval circuit having a differential input. An IA with
high CMRR and differential gain Ky is used to condition the floating absval voltage

Ry=(n+1)R/(n-1) R, nRy
AE\/\/V NV NV
N >
— A C
= D, — v,
e = OA2 —>
D,
OA1l > +
o—+
Ry

FIGURE 2.33
A precision absval circuit having high input impedance.

> v,
Vl ; RL o
> v
OAl >
Viy—I+ Vi-VI)/IR | 0A2

FIGURE 2.34
A precision absval circuit having a high-impedance, differential input.
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across R;. OAl is used as a follower; OA2 forces a unidirectional current through R;. The
output of this circuit can easily be shown to be

V, = Kp (12 )Vl -V (2.131)

In describing the aforementioned absval circuits, we have neglected second-order
errors caused by nonzero offset voltages and bias currents. Also neglected are the effects
of finite OA dynamic response and diode capacitance. If an absval circuit is to be used at
high audio frequencies or above, then the designer must choose the OAs with care and
use HF switching diodes in the design. The designer should also simulate the HF behav-
ior of the absval circuit in the time domain using an electronic circuit analysis program
(ECAP), such as one of the versions of SPICE or MicroCap™ in order to verify that it will
meet specifications.

2.6.3 Multifunction Converters

Multifunction converters are LSI analog ICs that perform the operation

V, =KV [VZ) . (2.132)
Vx

The input voltages can range from 0 to 10.0 V and from DC to 400 or 500 kHz. The expo-
nent, m, can range from 0.2 to 5.0. Commercial examples of multifunction converters are
the Burr-Brown Model 4302 and the Analog Devices AD538 Analog Computational Unit
(cf. Analog Devices 2013).

The multifunction converter is a useful IC that can be used as a one-quadrant multiplier,
squarer, square rooter, or exponentiator, depending on the value of m and the accessory
OA circuits used. The multifunction converter can also be used to produce an output volt-
age proportional to the sine, cosine, or arctangent of an input voltage using an external OA.
In addition, using implicit analog computational techniques involving feedback, the true
RMS of an input signal may be computed (discussed in the following section), as well as
real-time vector magnitude, as shown in Figure 2.35, where

V, = V2 + V2. (2.133)

FIGURE 2.35
A multifunction converter used in a real-time Pythagorean system where V, =V + V7, when m = Kp,, = Kp, = 1.



86 Introduction to Instrumentation and Measurements

2.6.4 True RMS-to-DC Converters

True RMS converters are widely used in the quantitative amplitude measurement of noise
and nonsinusoidal signals. Electrical noise may arise from resistors, devices (e.g., transis-
tors), capacitive or magnetic pickup from environmental noise sources such as sparking
motor commutators, or slip-ring contacts. Acoustical noise is also important to measure,
for example, noise on a factory floor and mechanical vibrations of bearings. Often it is use-
ful to measure the RMS value of noise-like bioelectric waveforms, such as muscle action
potentials (EMGs) in order to diagnose problems with a patient’s neuromuscular system.
RMS EMGs can also be used to actuate prosthetic limbs and robotic manipulators. Still
another use for true RMS converters is in the design of analog adaptive filters, where the
RMS voltage measured in some frequency band is used to adjust some feature of a filter’s
overall frequency response.

The operations on a signal done by an RMS converter are, in order of operation, squar-
ing, smoothing or averaging by low-pass filtering, and then square rooting. The direct
method of computing the analog true RMS of a time-varying signal is shown in Figure 2.36.
Another way to find the RMS value of a time-varying signal is to use the implicit method
illustrated in Figure 2.37. Here, a multifunction module is used with feedback of the DC
output voltage to force square rooting to occur: m = 1 in this application. Yet another
implicit method of computing the true RMS value of a signal is the feedback thermocouple

|( €
I\
AM AN
V10 R
v, X |
R/IO Vo = Vlrms
OA SQRT |— >

£+ LPE

FIGURE 2.36
Circuit for the generation of the RMS value of an AC signal. The output V, is a DC voltage.

MEC -
Vy |8
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R
Vi)— Vi (Vi Vi)™ 5 AYAAY, +
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VZ " C ™~
VX

FIGURE 2.37
In this RMS converter, R and C form an LPF that performs the mean operation. A multifunction converter is
used in a feedback circuit.
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FIGURE 2.38

Schematic of a simple, feedback-type, true RMS voltmeter using a pair of matched vacuum thermocouples.
Fuses F; and F, protect the delicate thermocouple heaters. I, is a DC.

method shown in Figure 2.38. The thermocouple method is also used in the design of true
RMS voltmeters. In the feedback thermocouple circuit, we may write

Vo) = KT(V12 ), (2.134a)

Voo = Kr(VR ) = KalnRé:. (2.134b)
Now the DC output current of the DA is just

_ KpKy (V-T2 RA
Im:KD(VE VF): D T(;2 H), (2.135)

where
R is the sum of the thermocouple heater resistance
Ry, the microammeter resistance, R,,, and the DA’s output resistance, R,

Previously given solution of the quadratic equation in I yields

L. ‘R+(1)\/ R +4(Vl ) (2.136)

T oKpKoRE T |2 NKRKZRE T R:

The exact solution for I, reduces to

I, = (2.137)
Ry
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for the condition
R,

W >,
"7 4KEK2RE

(2.138)
which is easily met. If an analog microammeter is not used to read the system output, then
it is easy to see that the DA’s output voltage is given by

V, = Views R (2.139)
Ry

Several specialized true RMS-to-DC converter ICs have been developed. The Burr-
Brown Model 4341 RMS-to-DC converter operates by first taking the absval of the input
signal and then forming a voltage proportional to twice the log of the absval. An antilog
transistor is used in a feedback circuit. The converter’s DC output voltage, V., is fed back
to the base of the antilogging transistor, so that its collector current is given by

o

2
i =klog™ (log Vi ~log V) = k[‘é ) (2.140)

i.(f) is averaged by an OA, current-to-voltage LPF to form V. It is easy to see that V, is pro-
portional to the true RMS value of V. The BB 4341 true RMS converter of course works
with DC inputs and is down 1% in frequency response at 80 kHz and -3 dB at 450 kHz. To
be useful at low frequencies, the output must not contain ripple. Hence, the capacitor in the
LPF (averaging) must be made very large. For example, for negligible output ripple given a
1V, 10 Hz input sine wave, the filter capacitor should be over 100 pF.

Analog Devices also offers several IC, true RMS-to-DC converters having basically the
same internal circuit architecture as the BB 4341. For example, the frequency response of
the high-accuracy AD637 extends to 8 MHz. Its maximum outputis 7 V RMS, and its accu-
racy is 5 mV + 0.2% of reading, with 0.02% nonlinearity for 0-2 V RMS input.

2.6.5 Square-Root Circuits and Dividers

The square root of a voltage signal may be taken in several ways. Obviously, a multifunction
converter with m = 0.5 can be used. Another implicit method of square rooting is shown
in Figure 2.39. Here, an analog multiplier is used to square the output and feed it back to
the summing junction. The output voltage can be found from the following node equation,
assuming the summing junction is at V; > 0:

2
14 = Vo . (2.141)
R, 10Rg
This leads to the desired result:
V, = Vl(l()RF ) (2.142)
R

Analog division may also be accomplished by an implicit feedback circuit, one of which
is shown in Figure 2.40. Here, V,; and V, must be >0. The node equation at the summing
junction is, assuming an IOA,

Vi _ WV,

R, 10R;’

(2.143)
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FIGURE 2.39
A feedback, square-rooting circuit. V; must be nonnegative. An analog multiplier IC is used.
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FIGURE 2.40

The circuit of Figure 2.39 is modified to make an analog divider. Again, V; must be nonnegative, and V, must
be positive and greater than V,yy = (Vivin/ Vosa) (10RE/R,) to prevent OA output saturation and also less than
the supply voltage of the OA (e.g., +15 V) to avoid damaging the OA’s input transistors.
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Hence,

v, = Y| 10k ) (2.144)
il R
Of course, a multifunction module with m = 1 will also give the same result.

2.6.6 Peak Detectors and Track-and-Hold Circuits

These circuits are closely related and will be treated together. Peak detectors follow
an irregular waveform until it reaches a maximum (or minimum, if a negative peak
detector is used), then hold that value at its output until an even greater maximum
comes along, then hold that value, etc. Peak detectors are used in peak-reading volt-
meters and in applications where measurement of the peak value of a waveform has
significance (as opposed to the RMS value or rectified average value); an example of a
waveform where the maximum and minimum values are important is arterial blood
pressure (BP) recorded during surgery. The peak value is the systolic pressure, and the
minimum value is the diastolic pressure. Figure 2.41 illustrates a two-OA peak detector
of conventional design. Note that OA2 is used as a voltage follower. It should be an FET
input type with a high input resistance and low bias current. Before a peak is reached
in Vy, D, is reverse-biased by the forward drop on D, and V; = V. = V, = V. After the
peak in V, is reached, V,(t) decreases, D, is reverse-biased, and D; is forward-biased so
that OAT does not saturate. The output voltage remains at V,,,, assuming zero capaci-
tor leakage current, diode D, reverse current, and OA bias current. In practice, these
currents will cause V- to slowly drift. The reset switch, SW1, is generally a metal oxide
semiconductor field effect transistor (MOSFET) switch that is used to reset V, to zero
when required.

The addition of a third diode and a resistor R, can improve the performance of the peak
detector by eliminating the effective leakage current through D,. Reference to Figure 2.42

R

Vi

RST I

FIGURE 2.41
A MOSFET switch, SW1, is used to reset the two-OA peak detector.
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FIGURE 2.42
An improved peak detector design.

shows that D; is held at zero bias by R,, which pulls D;’s anode to V, = V. after the peak is
reached. The overall rate of change in the peak detector’s output voltage is thus practically

dvo _ Is

_To v, 2145
a c, Vs (2145

There is a trade-off in determining the proper size of Cy;. A large, low-leakage Cy; will
minimize drift but is expensive. Also, too large a Cy will not allow V. to follow V;
below the peak due to current saturation in OA1. Typical Cy; values range from 1 nF to
0.1 pF. A good section on the design of peak detectors can be found in Franco (1988).

T&H (also called sample-and-hold) circuits are important components of many ADC sys-
tems. In operation, the output of a T&H circuit follows the conditioned analog input signal
until the hold command is given. After a short delay, the T&H output assumes a constant
level, during which the A/D conversion takes place. Constancy is required because certain
ADC designs compare the analog input signal to an analog signal from a digital-to-analog
converter (DAC) in the ADC whose output is determined from the output digital word. If
the ADC’s analog input changes during the conversion process, error will result. Ideally,
the digital output of an ADC is the result of an impulse modulation where the analog
input signal is multiplied by a periodic train of unit impulses. The output of the impulse
modulator is a periodic sequence of numbers whose values represent the values of the ana-
log input signal only at sampling instants. A T&H circuit allows a closer approximation of
true impulse modulation to take place.

Figure 2.43 illustrates a basic T&H circuit. When the FET sampling switch is closed, the
system is in the tracking mode. OA2 acts as a unity-gain buffer so V, = V- = V; as long as
OA slew rates are not exceeded and the input signal frequencies lie well below the OAs’
gain x bandwidth products. Cy; provides a capacitive load for OA1 and thus must be able
to provide enough output current to satisfy [Cy;(dV1/dt)yax]. When the FET switch opens,
the charge on Cy, is trapped there, so V is held at V.. However, things are not that simple;
V changes slowly due to charge leaking off Cy; through its leakage resistance and charge
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FIGURE 2.43
A basic, unity-gain, T&H circuit.

transfer to or from OA2 due to its DC bias current, I. This slow drift in V- is called droop,
and its slope can be either positive or negative, depending on the sign of I. In addition
to the droop, there is also a feedthrough error caused by the fact that the FET switch does
not have an infinite off resistance. When the FET switch is switched off, there is also an
unwanted transfer of charge from the FET’s gate to Cy through the FET’s gate-to-drain
capacitance. This charge can produce an unwanted pedestal voltage, which is given approxi-
mately by

oV, = ((égd }(VOB -V,), (2.146)

H

where
Vop is the off level bias voltage on the FET gate
V, is of course the value of V; at the time the hold command is given

Thus, the pedestal voltage depends on the input voltage and, as numerical calculations
reveal, can prove to be quite an objectionable source of T&H circuit error (see, e.g.,
Franco 1988, Sec. 7.11). A number of schemes have been devised to minimize pedestal
error. One is to inject an equal and opposite switching charge into Cy; by means of an
auxiliary active circuit. Another is illustrated in the circuit architecture of the Burr-
Brown SHC803BM T&H, shown in Figure 2.44. In this 1993 T&H system, a capacitor
Ch = Cy; was used to compensate for pedestal and droop at the same time, using the
differential gain of OA2. Capacitor leakage, OA2’s DC bias currents, and FET switch
charge injection on switching cause equal voltage errors on both capacitors, which are
subtracted out. Cy; is operated in the integrator mode in the Burr-Brown design. In the
hold mode, both SW1 and SW2 are off, and hence the charge on Cy is trapped, and V,
remains constant. In the tracking mode, we assume the on resistance of SW1 is 0 Q.
Thus, V, follows V, with the transfer function

v, -1

= (2.147)
Vi 1000Cgs+1



Analog Signal Conditioning in Instrumentation 93

1k
NN
L2 Cul(
1K I\
OAl NN o—_ -
S, Iy v,
Vio——+ .| om L >
N &
d) +
vy | —=Ci
| S,
H

i =

FIGURE 2.44
Basic architecture of the Burr-Brown SHC803BM T&H circuit. S, and capacitor Cjy are used for cancelation of
the pedestal voltage.

If Cy; is 100 pE, then the -3 dB frequency is 1.6 MHz. In general, because C;; appears in the
feedback loop of OA2, the tracking-mode frequency response of the integrator type of T&H
is lower than that attainable from the grounded C; configuration shown in Figure 2.43.
Figure 2.45 illustrates the T&H output errors discussed earlier. Illustrated are droop, signal
feedthrough due to finite FET switch-off resistance, pedestal, and several important oper-
ating times specified by manufacturers (see caption).
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FIGURE 2.45
Waveforms seen in the operation of a typical T&H circuit. (From Franco, S., Design with Operational Amplifiers and
Integrated Circuits, McGraw-Hill Book Co., New York, 1988. With permission.)
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2.6.7 Log Ratio and Trigonometric ICs

Another class of nonlinear analog signal processing circuit that should be considered is
the log ratio IC. The analog output voltage of this IC is given by

VO =K 10g10 (;1 ) (2148)

2

Typically, K is set to some convenient integer value such as 1, 2, 3, or 5. Note that the inputs
are currents that may vary over a six-decade range (e.g., 1 nA-1 mA). This nonlinear circuit
module finds applications in spectrophotometry (analytical chemistry) where parameters
such as absorbance or optical density need to be simply calculated and displayed. Also, if
I, and I, are made to be DC proportional to the RMS value of LSs” sinusoidal output and
input, respectively, the log ratio converter output is proportional to the frequency response
magnitude (Bode log magnitude) in dB. Of course if I, is fixed, then we have a simple
log converter.

The Burr-Brown LOGI100 is a commercial log ratio converter; Figure 2.46 shows the
internal circuit of this IC. Analog devices offered a similar unit, the AD757 (now obsolete),
which will accept either current or voltage inputs. Note that log ratio modules are nor-
mally used with DC inputs. Their frequency responses are a function of the input signal
amplitude, ranging from about 100 Hz for nanoamp peak input currents to over 40 kHz
for milliamp peak input currents.

Often, the system’s nonlinear signal processing requirements demand a broadband log-
arithmic nonlinearity, which can operate on video-frequency signals. The Analog Devices
AD640 is an example of an IC that can produce an output of the form

Vi
V,=V,log| - (2.149)
Vie
Q
- )
7.5kQ
+Vee (39—» € 5 © Scale factor
trim
270 Q 39 kQ 24 kQ
~Vec O V, = Klog,o(I, /1) - 7O K=3
=© K=5
COM G 0 T0° COM

FIGURE 2.46
Simplified schematic of the Burr-Brown LOG100 log ratio converter. (Courtesy of Burr-Brown, Tucson, AZ.)
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over a 46 dB conversion range and an 80 MHz bandwidth. Here, V. is the intercept scaling
voltage and V| is the slope voltage, both constants. Two cascaded AD640s are claimed to
have a 95 dB dynamic range in a 20 Hz-100 kHz bandwidth; a 70 dB range is claimed in
a 50-150 MHz BP. The IC is direct-coupled, however, and will work from DC through the
audio spectrum.

The Analog Devices AD639 trigonometric converter is another specialized, nonlinear,
analog processing module that has applications such as generation of a sine wave from a
triangle wave at frequencies up to 1.5 MHz, coordinate conversion and vector resolution,
design of quadrature and variable phase oscillators, and imaging and scanning lineariza-
tion circuits. The nonlinear transfer function of the AD639 is

y, =y (V- Vea) (2.150)
Sll’l(Vy1 - Vy2 )

The scaling factor for the differential voltage inputs is 50°/V. The IC has on board a 1.8 V
DC bandgap voltage reference that can be used to preset either angle argument to 90°. The
output of the AD639 is scaled by the constant, U, which can be set between 0 and +15 V by
either external or internal means. A wide variety of trig functions can be modeled: sin(x),
cos(x), tan(x), cosec(x), sec(x), and cotan(x), as well as certain useful inverse trig functions.
For the arctangent,

V,=K0=Ktan' (Va2 =Van)

where K = 20 mV/°. With minor changes in the external circuit architecture, the AD639
will also calculate the arcsine and arctangent functions with the same ratio of voltage dif-
ferences argument as the preceding arctangent function. With the exception of sine wave
generation, it would appear that this versatile IC is best used with inputs that are DC or at
best in the low audio-frequency range.

2.6.8 Summary

We have begun this section by discussing some of the properties of linear and nonlin-
ear analog systems. There are many uses for nonlinear analog signal processing ICs.
The present trend is to sample and digitize the input signal and then use a computer
to calculate the nonlinear operation and then realize the result in analog form by DAC.
However, there are instances where the instrumentation system cost will be less expen-
sive if an all-analog approach is taken and use is made of a specialized analog function
module. Computers, while versatile, can be expensive. Obviously, there is a trade-off
between accuracy, cost, and convenience in choosing between an all-analog vs. an A/D
and a computer vs. a D/A type of system for nonlinear signal processing in an instru-
mentation system. The instrumentation system designer should be aware that all-analog
signal processing ICs are available that may compete with the digital approach in terms
of function, accuracy, and cost.
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2.7 Charge Amplifiers
2.7.1 Introduction

Charge amplifiers make use of electrometer (FET input) OAs that have ultralow DC bias
currents at their inputs and ultrahigh input resistances. They find primary application in
isolating and conditioning the outputs of piezoelectric transducers used to measure pres-
sure and force transients. They are also used to measure the charge in coulombs stored on
capacitors and, indirectly, electric field strength.

2.7.2 Charge Amplifiers Used with Piezoelectric Transducers

In Chapter 6, we show that the equivalent circuit of a piezoelectric pressure transducer oper-
ated well below its mechanical resonant frequency is given by the simple parallel current
source, conductance, and capacitance, shown in Figure 2.47. Note that d is a constant that
depends on the piezoelectric material and how it is cut relative to the crystal’s axes to form
the transducer and that, in general, current is the rate of transfer of charge through a plane
through which it is passing. By US convention, current is conventionally taken as positive
in the direction of motion of positive charges, such as holes in semiconductors, or positive
ions in solutions or plasma discharges. Hence, in a conductor, such as copper, where charge
is carried by electrons, the current direction is opposite to the direction of electron motion.

Figure 2.48 illustrates an IOA used as a charge amplifier. The OA is assumed to have infi-
nite gain, frequency response and input resistance, and zero bias current, offset voltage,
noise, and output resistance. Under these IOA assumptions, it is easy to see that because
the summing junction is at 0 V, all of the current, DPd, flows into the feedback capacitor, Cr.
Hence, V, is proportional to P(t) and is given by

Vo(t)= . (2.152)
This result of the ideal case is seen to become less simple when we face reality and note

that the EOA has a noninfinite gain approximated by

_ KVO
s+1

(Vi-VY). (2.153)
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FIGURE 2.47
Equivalent circuit of a piezoelectric crystal responding to pressure on its active surface at frequencies well
below its mechanical resonance frequency.
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FIGURE 2.48
A charge amplifier circuit used to condition the output of a piezoelectric crystal sensor.

Also, we assume that there is a small but finite conductance, G, in parallel with Cp. Gpisin
the order of 10-1° Siemens or smaller. Now if we write the node equation at the summing
junction and substitute the preceding gain expression to eliminate V;, we can show that
the charge amplifier’s transfer function is given by (approximately)

Ve —s(d/Gr)
o - . (2.154)
P [ 1(Cr+Cp)/KyoGe |+5[ T(Gr +Gr )+ KvoCr |/ KyoGr +1
This is the transfer function of a BP system. The LF pole is at about
fow =~~~ Hz (2.155)
ow 27'CCFRF ) '
The midband gain is
—Kyod —d
Avmid = X =—. 2.156
Vmid T(GT +GF)+KVOCF CF ( )
The HF pole is at
KVDCF
o= DwoF gy 2.157
Ju= oma(Crrce) 2157)

Note that K,/(2nt) is simply the SS gain x bandwidth product of the EOA. Figure 2.49
shows the circuit of the nonideal charge amplifier. Here, C; is the total capacitance to
ground that includes the piezoelectric crystal’s capacitance, the capacitance of the cable
connecting the transducer to the charge amp, and the charge amp’s input capacitance.
Typically C; might be about 400 pF. G is the total shunt conductance to ground at the
OA’s summing junction. Gy includes the crystal’s leakage conductance, the cable’s leakage
conductance, and the input conductance of the OA. Typically, G; might be about 1073 S. If,
in addition, we take Cp tobe 2 x 10 F, G to be 1071 S, K, =5 x 10%, d = 2 x 10712 C/psi for
quartz, and the OA’s gain x bandwidth product to be 350 kHz, the system ends up hav-
ing a midband gain of 1 mV/psi, an HF pole at 1.5 x 10° Hz, and an LF pole at 8 x 10 Hz.
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FIGURE 2.49
Circuit of a practical charge amplifier and crystal sensor.
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FIGURE 2.50
The DC equivalent circuit of a practical charge amplifier. Vo = DC offset voltage, Iy = DC input bias current.

Note that the LF pole is set by C;/G; and is independent of the input circuit. Thus, the
piezoelectric transducer charge amplifier is not a system that can respond to static (DC)
pressures; it must be used to measure transient pressure changes. In addition to the LF
limitations imposed on the transfer function by nonideal EOA behavior, there are also DC
errors at the output due to the OA’s bias current and DC offset voltage. Figure 2.50 shows
the DC equivalent circuit of the charge amplifier. Note that the capacitors drop out from the
circuit at DC because they carry no current. It is easy to see that the DC error in the output is

Vopc = IgRe + Vos (1+Gr/Gg). (2.158)

Note that Iy and Vg can have either sign. Typical values of Vs are about +200 pV, and I
values are around 75 fA (75 x 107> A).

2.7.3 Charge Amplifier as an Integrating Coulombmeter

A DC charge of Q,; coulombs is stored in a capacitor, C,. The capacitor can be a real capacitor
or the capacitance of a charged object such as the fuselage of a helicopter or a human body.
We wish to measure Q,. The voltage across C, is given by the well-known relation, V; = Q,/C,.
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FIGURE 2.51
An integrating coulombmeter circuit. An EOA is generally used.

In Figure 2.51, C, is connected to the summing junction of an EOA and at the same time the
short is removed from the feedback capacitor, C;, allowing it to charge from the OA’s output
to a value that maintains the summing junction at ~0 V. Assuming the OA to be ideal, the
output voltage of the OA, after three or four R,C, time constants, is easily shown to be

Viss) = _C—Ql de V. (2.159)
F

Hence, the system can measure the charge on a small capacitor, providing the peak current
ipx = Q1/R,C, does not exceed the current sourcing or sinking capability of the OA.

In practice, this circuit is subject to DC errors caused by a practical OA’s input bias cur-
rent and offset voltage. The output error caused by Iy and V5 can be found by superposi-
tion and is given by

oV, = T(IB )+ Vos (1+Cl) Vv, (2.160)

Cr C
where T is the time elapsed between opening switch 1 and closing switch 2 and reading
the SS V. In practice, 8V, can be made quite small by judicious choice of circuit parameters.

In this section, we have presented two examples of applications of the OA charge
amplifier configuration. The basic charge amplifier consists of an IOA with an ideal feed-
back capacitor to integrate charge transferred to the summing junction. In practice, we
use electrometer amplifiers that have ultrahigh input resistances and finite gains, band-
widths, offset voltages, and bias currents. Because a pure C; will integrate the bias cur-
rent of the summing junction, a large resistance, Ry, must be put in parallel with C; to
give a fixed DC error proportional to I. The parallel combination of Ry and Cy sets the LF
pole of a BP frequency response for the piezoelectric transducer. In the midband range of

frequencies, the output voltage is proportional to the pressure on the transducer, rather
than its derivative.
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2.8 Phase-Sensitive Rectifiers
2.8.1 Introduction

PSRs, also called phase-sensitive demodulators or synchronous rectifiers, are an important class
of analog circuit widely used in instrumentation, control, and communications systems.
The PSR is used to convert the output of certain ac, carrier-operated sensors to an LF signal
proportional to the QUM. One example of the use of PSRs is to condition the output of a
resistive Wheatstone bridge using strain gauges to measure mechanical strain, pressure,
or force. The strain gauge bridge excitation is generally an audio-frequency sine wave.
The bridge output is a sine wave of the same frequency with amplitude proportional to
the strain, etc. The phase of the bridge output is 0° with respect to the excitation phase if
AX > 0and is —180° with respect to the excitation if AX < 0. The PSR uses the bridge excita-
tion voltage to sense this phase change and to produce a rectified signal that has amplitude
proportional to AX and the sign of AX.

2.8.2 Double-Sideband, Suppressed-Carrier Modulation

The outputs of many sensor systems have information encoded on them in what is called
double-sideband, suppressed-carrier modulation (DSBSCM). A DSBSCM signal is formed
by multiplying the ac carrier by the modulating signal. To illustrate this process, we
examine a Wheatstone bridge with one variable element and AC excitation, as shown in
Figure 2.52. It is easy to show (see Chapter 4) that the bridge output is given by

, . X N
VZ(£)=Kp [Vb51n(mct)][X+P—M+N]. (2.161)
Now we let the resistance X vary in time so
X (t) = Xo +AX (t). (2.162)

Furthermore, we balance the bridge and make it maximally sensitive. This requires that

M=N=P=X,. (2.163)

“©

(DSBSCM)

vp(t) =V}, sin(w t)

FIGURE 2.52
A Wheatstone bridge circuit with AC excitation generates a DSBSCM output.
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Thus, around null,

Vg(t):AX(t)KDVb(Dl{ Jsin(o)ct). (2.164)

o

Note that we have the product of AX(f) and the excitation sinusoid at the bridge output. If
AX(t) is sinusoidal with a ,,, < ©,, we can write, using the well-known trig identity, [sin(ax)

sin(B)] = [cos(o — B) — cos(a + B)]/2:

Vi (t)=KpVs |:8A§;:||:COS(((DC — W )t) —cos (o + (om)t)] (2.165)

o

Thus, from Equation 2.165, we see that the conditioned bridge output, V;(t), consists of two
sidebands and no carrier frequency term, hence the designation DSBSCM.

Another example of a transducer that produces a DSBSCM output is the linear variable
differential transformer (LVDT), a device that is used to sense small, linear mechanical
displacements. Some LVDTs come with a built-in PSR and provide a DC output directly
proportional to core displacement; others must be used with an external PSR. (LVDTs are
discussed in detail in Chapter 6.)

2.8.3 Demodulation of DSBSCM Signals by Analog Multiplier

Figure 2.53 illustrates one of the simplest ways to demodulate a DSBSCM signal and
recover AX(t). An analog multiplier IC is used to multiply a reference signal that is in-
phase with the transducer’s AC excitation by the transducer’s DSBSCM output. This prod-
uct can be written as

_ AXKpWV,

V, ()= (10)8X. {sin(coct)cos[((oc—(om)t]—sin((oct)cos[(wc+a)m)t]}. (2.166)

The bracketed term can again be expanded by trig identity:

V,(t)= M{sm[(m — O )]+ 5in (Ont) —sin[ (20 + 0 )t | -sin(-ont)}.  (2.167)
LPF
AM
1 ’
Vo >———> >< i \ _VZ>
A u

>—

v,(2) = Visin(w,t)

FIGURE 2.53
An analog multiplier followed by an LPF is used to demodulate a DSBSCM signal.
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V,(f) is now passed through a unity-gain LPF that removes the two HF terms. The output
of the LPF is the desired, demodulated signal, multiplied by a scale factor:

sy - KoVoVe :
V,(t)= W[AX sin (Ont) |- (2.168)

2.8.4 Other PSR Designs

Figure 2.54A illustrates a simple PSR that can be made from two OAs and a bidirectional
MOS switch operated by a logical square wave derived from the sinusoidal excitation
source by first conditioning it with a comparator used as a zero-crossing detector and
then passing the TTL waveform through two one-shot multivibrators (e.g., a 74L5S123) to
adjust the reference signal’s phase. Because the MOS switch closes at the same time in the
reference signal’s cycle, when the DSBSCM signal changes phase 180°, the rectifier’s output
changes sign, producing a negative output. An LPF is used to smooth the full-wave recti-
fied output of the switching circuit. The relevant waveforms are shown in Figure 2.54B.

PSR ICs are available from a variety of manufacturers and include the Analog
Devices AD630 balanced modulator/demodulator, the NS LM1596 balanced modulator/
demodulator, and the Philips Semiconductor (formerly Signetics) Model NE/SE5521 LVDT
signal conditioner, to mention a few.

2.8.5 Lock-In Amplifier
2.8.5.1 Introduction

The lock-in amplifier (LIA) can be used to condition and demodulate DSBSCM signals
and recover the modulating signal under conditions of abominable SNRs, where the RMS
noise voltage can exceed that of the modulated carrier by over 60 dB. Noise is reduced in
the operation of an LIA by three mechanisms: (1) BP filtering around the carrier frequency,
(2) rejection of coherent interference at frequencies other than that of the carrier, and
(3) low-pass filtering at the PSR’s output. Carrier frequencies are best chosen to lie between
10 and 40 Hz and 200-10° Hz. Carrier frequencies lying too close to the 60 Hz powerline
frequency and its first two harmonics are avoided because they may leak through the LPF
following the PSR. Very low carrier frequencies are also avoided as they may place LIA
operation in the range of 1/f noise from the analog electronic circuits.

A block diagram of an LIA is shown in Figure 2.55, along with some pertinent LIA
waveforms in Figure 2.56. We see that the basic LIA performs four basic operations on
the DSB-modulated carrier with additive, broadband noise: the incoming DSBSCM signal
plus noise is generally conditioned by a BP amplifier whose center frequency is the same
as that of the carrier. The BP signal conditioning improves the SNR of the modulated car-
rier that next passes through a PSR, usually of the switching type shown in Figure 2.54A.
The PSR output is next conditioned by a DC pass LPF, which generally has an adjustable
cutoff frequency and attenuation slope. Some DC postamplification by a low-noise, low-
drift amplifier may precede the LPF, if required. A reference signal directly derived from
the carrier is used to operate the PSR.

For optimum performance of the PSR, the phase of the reference signal must be adjusted
to be exactly in-phase with the carrier in the DSBSCM input. To illustrate this principle of
LIA operation in the noise-free case, we let the modulating signal be a DC voltage:

O (£) = Vin- (2.169)
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FIGURE 2.54

(A) A simple PSR and LPF circuit using OAs and a MOS switch. (B) Waveforms in the PSR/LPF circuit.
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Additive
broad band noise
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FIGURE 2.55

Block diagram of an LIA. Input is a 0,1 chopped, noisy signal, such as the output of a photosensor. Amplification
and BP filtering at the chopper frequency converts the input signal into a noisy AC signal, which is then recti-
fied by the PSR. The LF modulating signal is seen at the LIA output. The LPF bandwidth is adjusted to pass the
desired modulating signal with the least amount of noise.

The carrier and reference signal are sinusoids, respectively,

v, (t) = Vesin (ot +6.), (2.170)
v, (t) =V, sin(ot+8,). (2.171)

The DSBSCM signal is
Ume () = Vin Ve sin (ot +6. ). (2.172)

Demodulation, as we have shown earlier, requires the multiplication of the modulated
carrier with the reference signal. A scale factor Kj, is introduced. Thus, the demodulated
signal before low-pass filtering can be written as

v4 (1) = KpVin VeV, sin(ocf + 6, ) sin (@t +6, ). (2.173)
After the sin(a) sin(f) trig identity is applied, we have

va(t) = (KDVZVV )[cos(ec ~6,)—cos (204 +6.+6,)]. (2.174)

After low-pass filtering, the DC output of the LIA can be written as

Vo=V [KDK;V“V‘]COS(SC -6,), (2175)
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FIGURE 2.56
Waveforms in the LIA of Figure 2.55.
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where K; is the DC gain of the LPFE. Note that the output is maximum when the phase of
the reference signal and the carrier are equal, that is, there is zero phase shift between
the carrier and reference signal. Also, for the LIA to remain in calibration, Ky, K¢, V,,
and V, must remain constant and known. Most modern LIAs have adjustable phase
shifters in the reference channel to permit output sensitivity maximization; others per-
form this task automatically using phase-lock circuitry (cf. McDonald and Northrop
1993). Figure 2.57A illustrates the generalized block diagram of a two-phase, vector-
tracking LIA devised by McDonald and Northrop. Figure 2.57B shows a functional
block diagram of the two-phase vector-tracking LIA. This LIA was found experimen-
tally to operate robustly, tracking the input signal’s phase buried in 60 dB of noise,
over a +360° phase difference between the reference waveform and the signal in noise

Y ;é es In—phase VP= vout
(sig. + noise) PSD
Ve fin O
o for O PLL VCPS £, (0,6.in SS)
(ref. input) (ref. channel) 3
Y -90° PS
(f,r 0,—11/2)
Quadrature -1 Va
PSD s
(A)
Loop filter, Fi(s)
K
Vr’é—»(’ “ 1% ) (p}?;se DN Ky(s+a)
(ref. input) N detector) \ 3
Vo
(DC)
VCO
JoBo| Ky=n Yo Ky
(freq. divider) s
(XOR) (Vo = 0when6,=6,)
-90° PS
LPF Integrator
2 V.
Quad O o | -k [po)y,
mixer 524528 0 + 0,2 s
v 1, O
G
(sig. + noise) LPF
fo’ ©° >< "‘)112 Ve =Vout
245280, + 02
In- phase
(B) mixer

FIGURE 2.57
(A) Block diagram of McDonald’s vector-tracking LIA. (B) Functional block diagram of McDonald’s vector LIA.
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being detected. An integrator in the quadrature negative feedback loop ensures that the
quadrature component of the signal is maintained in the SS at 0 V—thus continuously
nulling the phase angle between the reference signal and the signal being recovered,
thus maximizing the LIA output SNR.

2.8.5.2 Calculation of the SNR Improvement Using a Lock-In Amplifier

The major application of an LIA is to measure coherent, double-sideband, suppressed-
carrier (DSBSC) signals, generally at audio frequencies, which are buried in noise. More pre-
cisely, the input SNR is very low, often as low as —60 dB. There are two, basic architectures
used for LIAs. One uses an analog multiplier for signal detection followed by an LPF this
system is shown in Figure 2.58A. A second LIA architecture, shown in Figure 2.58B, uses
a synchronous rectifier followed by an LPF to measure the amplitude of a coherent signal
of constant frequency that is present in an overwhelming amount of noise. Assume the
input to the LIA is

x(t)=mn; (t)+V; cos(,t). (2.176)

Vs LPF
A
Y == Vo
s+ \ L
AM 0 J >
O Bout
(A)
N :
Tl I,
-1 |_, |_,
Vs LPF
S
A0 Bout
1 s y

SVAVATAYAYA
— 7 e

(B)

FIGURE 2.58
Two means of demodulating DSBSCM signals used in LIAs. (A) Demodulation by analog multiplier and LPF.
(B) Demodulation by synchronous rectifier and LPF.
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Assume the noise is zero-mean, Gaussian white noise with one-sided power density spec-
trum (PDS), S,(f) = n msV/Hz. The mean squared (MS) input SNR is

2
SNRin = ‘/S /2
nBin

, 2.177)

where B, is the Hz bandwidth over which the input noise is measured.
In the analog multiplier form of the LIA, x(t) is multiplied by an in-phase sync signal,
v,(t) = A cos(o,t). The multiplier output is thus

y(t)=vs(m+s)=A COS((DOt)[Tli (t)+ Vs COS((J)Ot)] = An; () cos(@ot)+ AV, cos” (@ot)

y(1)= Ani(t)cos((oot)+(A2VS

)[1 +cos (20t |- (2.178)

Note that the one-sided power spectrum of the first term in Equation 2.178 is the noise
PDS shifted up to be centered at ® = w,. Because S,(f) is white, shifting the center of S,(f)
from 0 to f, = w,/2n does not change the noise output of the LIA’s output BPF. Thus, the MS
output noise voltage from the LIA is v5, = A2(1/4t) msV, where (1/41) can be shown to be
the equivalent noise Hz bandwidth of the simple output RC LPF and 7 is the output LPF’s
time constant. The output LPF removes the 2w, frequency term in the right-hand term
of Equation 2.178, leaving a DC output proportional to the peak value of the sinusoidal signal.
Clearly, v = AV,/2. Thus, the MS SNR at the LIA output is

AZ‘/SZ/4

SNR = = 3% _y2¢n, 2179
"7 AM(1/47) U/n @179)

The noise figure, F, is defined as the ratio of SNR;, to SNR_,.. For an amplifier, F is desired

to be as small as possible. In a noise-free amplifier (the limiting case), F = 1. It is easy to
show that F for this kind of LIA is

Bout
Bin

, (2.180)

Fia=

where
By = 1/4t is the Hz noise bandwidth of the LIA’s output LPF
B;, is the Hz noise bandwidth over which the input noise is measured

Since the LIA’s desired output is a DC signal proportional to the peak sinusoidal input
signal, B, can be on the order of single Hz, and F;, can be «1.

In the second model for LIA noise, consider the synchronous rectifier LIA architecture
of Figure 2.58B. Now the sinusoidal signal is full-wave rectified by passing it through an
absval function that models the synchronous rectifier. The full-wave rectified, sinusoidal
input signal can be shown to have the Fourier series (Aseltine 1958):

o, (1) =V, (i){l —@ )cos(Za)ot) —(125 Jcos(4mot) . ] (2.181)

Clearly, the average or DC value of y(t)is V,(2/x).

y(t)=
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Curiously, the zero-mean white noise is not conditioned by the absval function of the syn-
chronous rectifier. This is because the synchronous rectifier is really created by effectively
multiplying x(t) = n;(t) + V, cos(o,t) by an even +1 square wave having the same frequency
as, and in-phase with, V, cos(o,t). This square wave can be represented by the Fourier series:

oo

SQWV(t)= Zan cos (nw,t), (2.182)

n=1

where
0, =2n/T

T/2

a, = (;) I f (t)cos(nm,t)dt = (4 )sin(nzn)\(nonzero for n odd). (2.183)

nm

For a unit cosine (even) square wave that can be written in expanded form:

SQWV(t)z(iJ[cos(wot)—(;)cos(3mot)+(;)cos(50)0t)—(;)cos(70)0t)+-~-]. (2184)

The input Gaussian noise is multiplied by SQWV(¢):

o (t) = n(t)x(4){cos(wot)—(;)cos(B(not)+(;)cos(50)ot)—(;]cos(7wot) +] (2.185)

T

The white, one-sided noise PDS before passing through the LIA’s output LPF can be shown

M HHGH G T e

This white noise is conditioned by the output LPF, so the output MS SNR is

V2 (2/n)
SNR oy = M (2.187)
NBout
The MS SNR at the input to the LIA is
2
SNR;, = Vi/2 . (2.188)
nBin
Thus, F for this LIA architecture is found to be
p=SNRin _ T Bow _q 5 Bow (2.189)

" SNR,, 2° By Bin

which can be made quite small by adjusting the ratio of B, to B;,.

As an example of signal recovery by an LIA, consider an LIA of the analog multiplier archi-
tecture. Let the signal to be measured be v(t) = 20 x 10~ cos(2n50 x 10° t). The Gaussian
white noise present with the signal has a root power spectrum of \n = 4n V RMS/Hz.
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The input amplifier has a voltage gain of K, = 10* with a 100 kHz noise and signal band-
width. Thus, the raw input MS SNR is

2
(20x107°)7/2 21076 msV
(4><1079 )2><105 a 1.6x1072 msV

SNR;; = =1.25x10", or —39dB. (2.190)

If the sinusoidal signal is conditioned by an (ideal) unity-gain LPF with a Q = 50 = center
freq/bandwidth, the noise bandwidth B = 50 x 103/50 = 1 kHz. The MS SNR at the output
of the ideal BPF is still poor:

2x107" msV

SNRjy, =
o (4x10°) x10°

=125x102, or -19dB. (2.191)

Now the signal and noise are amplified and passed directly into the LIA, and the LIA’s
output LPF has a noise bandwidth of 0.125 Hz. The output DC component of the signal is
K,V,/2 V. Thus, the MS DC output signal is

o _Kwv?
4

2 =K2x1x107 msV.

The MS noise output is
02 = K3 (4x107) x0.125 msV.
Thus, the MS SNR_, = 50, or +17 dB.

The costs we pay for using an LIA are that the AC input signal is reduced to a propor-
tional DC level at the LIA output and the output LPF means that the LIA does not reach a
new SS output, given a step change in V,, until about 3 time constants of the LPF (about 3 s
in the preceding example). The benefit of using an LIA is that coherent signals buried in
up to 60 dB noise can be measured.

Many applications of LIAs lie in the area of electro-optical or photonics instrumentation.
In these systems, the DSBSCM signal is derived by optically chopping a light beam. The
chopper wheel generates a square wave, 0,1 carrier, rather than a sinusoidal carrier. An
LED and photodiode on the chopper can generate the reference signal, also a square wave.
The LIA’s PSR demodulates square wave DSBSCM signals by the same means that is used
with a sinusoidal carrier.

Commercially available LIAs are multipurpose instruments and, as such, are expensive.
For a dedicated LIA application, one can assemble the basic LIA system components from
low-noise OAs and a commercial PSR IC, such as the AD630 or LM1596. The reference
signal is converted to a TTL wave by a zero-crossing comparator. The TTL reference phase
can be adjusted in a carrier frequency-independent manner by using a phase-lock loop
as a phase shifter (Northrop 1990). Such a dedicated LIA can be built for less than about
US$150, exclusive of power supplies.

2.8.5.3 Summary

The PSR is a circuit widely used in instrumentation systems to demodulate DSBSC signals.
We have presented a description of the DSBSCM signal and how it is created and have
shown two simple circuits that can be used to demodulate it. We have also mentioned a
few of the commercially available ICs suitable for PSR use.
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Probably the most important instrument based on the PSR is the LIA, which can be used
to recover the signals from DSBSCM carriers severely contaminated with noise, even noise
in the signal passband. We algebraically illustrate the LIA demodulation process and show
the subsystems of an LIA.

2.8.6 Signal Averaging to Improve SNR of Evoked Transient Signals
2.8.6.1 Introduction

As we have seen, the SNR of a signal recorded with additive noise is an important figure of
merit, which characterizes the expected resolution of the signal. SNRs are typically given
at the input to a signal-conditioning system and also at its output. SNR can be expressed
as a positive, real number or in decibels (dB). The SNR can be calculated from the RMS
(or peak) signal voltage divided by the RMS noise voltage or noise standard deviation. The
noise bandwidth should be specified. The SNR can also be formed from the mean-squared
signal voltage divided by the mean-squared noise voltage (noise variance). If the MS SNR
is computed, the SNR 45 = 10 log;o(MS SNR); otherwise, it is SNR(dB) = 20 log,,(RMS SNR).

Signal averaging is widely used in both experimental and clinical electrophysiology and neu-
rology in order to extract a repetitive, evoked, quasi-deterministic, electrophysiological tran-
sient response buried in noise. One example of the type of signal being extracted is the evoked
cortical response, which can be recorded directly from the surface of the brain (or from the
scalp) by an electrode pair ,while the subject is given a repetitive, periodic, sensory stimulus,
such as a tone burst or flash of light. Every time the stimulus is given, a hardwired, electro-
physiological transient voltage, s(t), lasting several hundred ms is produced in the brain. When
viewed directly on an oscilloscope or recorder, each individual evoked cortical response can
be invisible to the eye because of the accompanying noise. Signal averaging can also be used
to characterize low SNR; sonar targets; every time the target is pinged, the return is averaged.

Signal averaging is generally used to extract the evoked potential, s(t), from the accompa-
nying noise. Signal averaging is also used to extract evoked cortical magnetic field transients
recorded with superconducting quantum interference device (SQUID) sensors (Northrop
2002) and to extract multifocal electro retino gram (ERG) signals obtained when testing the
competence of macular cones in the retina of the eye. A small spot of light illuminating
only a few cones is repetitively flashed on the macular retina. ERG averaging is done over N
flashes for a given spot position in order to extract the local ERG flash response; then the spot
is moved to a new, known, position on the macula; and the process is repeated until the 2-D,
macular, ERG response of one eye is mapped (Northrop 2002).

Signal averaging is ensemble averaging; following each identical, periodic stimulus, the
response can be written for the jth stimulus:

x;(H)=s;(t)+mn;(t),+ 0<j<N, (2.192)

where
s/(t) is the jth evoked transient response
ni(t) is the jth noise following the stimulus
t is the local time origin taken as 0 when the jth stimulus is given

The noise is assumed to be, in general, nonstationary, that is, its statistics are affected by the stim-
ulus. We assume that the noise has zero mean, however, regardless of time following any stimu-
lus. That is, E{n(t)} = 0,0 < t < T.. T;is the interstimulus interval. Also, to be general, we assume that
the evoked response varies from stimulus to stimulus. That is, s(¢) is not exactly the same as s, (#).
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We assume that each x/(f) is sampled and digitized beginning with each stimulus; the
sampling period is T,, and M samples are taken following each stimulus. Thus, there are N
sets of sampled x;(k), 0 <k < (M — 1); also, (M - )T = Ty, < T;. Ty, is the total length of analog
xi(t) digitized following each input stimulus (data epoch length).

When the jth stimulus is given, the x(k)th value is summed in the kth data reg-
ister with the preceding x(k) values. At the end of an experimental run, we have
[21(k)+ x2(k) + x3(k) + -+ xy(k)] in the kth data register. Figure 2.59 illustrates the organi-
zation of a signal averaging system. The two analog circuits enclosed in dotted lines are
generally on a plug-in card. The averaging controller and register memory either are on a
dedicated plug-in card or are performed by computer CPU and RAM. Early signal averag-
ers were stand-alone, dedicated instruments. Modern signal averaging typically uses a PC
or laptop computer with a dual-channel A/D interface card to handle the trigger event that

. AAF .
Input E 1 12 E
()~ o »S&H+ADC (k) '
s o7 =

% PoM samples/epoch
(Sample, hold, convert, and readout) | N epochs (stimuli)/test

x]-(t) = sj(t) + nj(t)

12 bit X M shift register buffer

Running
4 ¥ YyVYVy YVYVYVY normalizer

—-[ ) y—
4
i 0 1 2 3 M register main memory k M-1 j
| k
: 0<ksM-1
Averaging (sample number)
g controller
Set N averages 4
Trigger 1<j<N
pulses (average number)

(HIif V> Vj)

Trigger §
input |

Controlling computer

FIGURE 2.59

Organizational block diagram of a synchronous signal averager. The trigger input and signal digitizer (inside
dotted lines) are typically on an accessory card; the registers and averaging controller typically exist as soft-
ware operations inside the computer.
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initiates sampling and data conversion of the evoked transient plus noise, x(f) = s(t) + 1;().
Modern averagers give a running display in which the main register contents are continu-
ally divided by the running j value as j goes from 1 to N.

2.8.6.2 Analysis of SNR Improvement by Averaging

The average contents of the kth register after N epochs are sampled can be written formally:

N 1

MR YATIE N W) <k<(M-
x(k),, N;s](k)+ N;n/(k), 0<k<(M-1), (2.193)
where the left-hand summation is the signal sample mean at t = kT, after N stimuli and the
right-hand summation is the noise sample mean at t = kT, after N stimuli.

We have previously shown that the variance of the sample mean is a statistical measure of
its noisiness. In general, the larger the N is, the smaller the noise variance will be. The vari-
ance of the sample mean of x(k) is written as

N

Var{%N} =E [;{ij (k)] —<x(k)>2,

=

)

Var{mN} = E{[N 2& (k)]li;lix, (k)”—<x(k)>2 ,
l

Var{x(k)N} = % N] ZN/E{X] (k)x; (k)}—<x(k)>zr

l

Var{x(k), } = 7 ZE —ZN:EN“E{JC]-(k)x,-(k)}—<x(k)>2L (2.194)
Now for the N squared terms,
{ } {[s] )+ ( ] }= E{s/2 (k)}+2E{s] )} E{n; (k }+E{n] )}

=62 (k)+s(k)’ +02 (k). (2195)

For the (N? — N) terms with unlike indices (i.e., i #j),

E{xj(k)xi(k)}:E{[Sj(k)-l-T’l] ][sl +n; (k ]}

=E{s; (k)si (k)}+E{n; (k) m; (k)}+E{s; (k) i (k) +s; (k) m; (k)}. (2196)
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Several important assumptions are generally applied to Equation 2.196: First, noise and
signal are uncorrelated and statistically independent. This means that Eis, n} = E{s}E{n} =
E{s} x 0 = 0. Also, we assume that noise samples taken at or more than t = T seconds apart
will be uncorrelated; these assumptions lead to E{n;(k) n,(k)} = E{n(k)} E{n;(k)} — 0. So, E{x,(k)
x;(k)} = Efs;(k) s,(k)}. We also assume that s,(k) and s,(k) taken at or more than T seconds apart
are independent. So finally we can write

E{x; (k)x: (k)} = E{s; (k)s: ()} = E{s; (k) VE{s: (k)} = 5 (k). (2197)

Now, putting all the terms together,

Var{x(k),} =Z\l]2{N[c§(k)+s(k)2 +03(K) | +(N? _N)S(k)z}—s(k)z, 2199)

Var{%N} - Gz(k);cz(k) (2.199)

The variance of the sample mean for the kth data sample following a stimulus is a mea-
sure of the noisiness of the averaging process. The variance of the averaged signal, x, is
seen to decrease as 1/N, where N is the total number of stimuli given and of the responses
averaged.

Another measure of the effectiveness of signal averaging is the noise factor, F = (S;,/N;,)/
(So/N,), where S, is the mean-squared input signal to the averaging process, Ny, is the MS input
noise, S, is the MS output signal, and N, is the MS output noise. The noise factor is normally
used as a figure of merit for amplifiers; amplifiers generally add noise to the input signal
and noise, so the output SNR (SNR)) is less than the input SNR;, so for a nonideal ampli-
fier, F > 1. For an ideal, noiseless amplifier, F = 1. The exception to this behavior is in signal
averaging, where the averaging process generally produces an output SNR > the input
SNR;, making F < 1. Note that the noise figure of a signal-conditioning system is defined as

NF = 10logy (F) dB. (2.200)

From the previous calculations on the averaging process,

S (k) =E{s} ()} = 02 (k) +s (k) , (2201
N (k) =E{n] (k)} = 0 (k), (2202

5o (k) =E{ &3 (k)} = "i§"> +s(k), 2.209)
N, ()= S B+ () 2201
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These terms can be put together to calculate the noise factor of the kth sample in the aver-
aging process:

—2

i) |:0§(k)+s(k) ][1+0§(zc)/<53,(k)].
[cz(k)m (%) ]

(2.205)

Note that if the evoked transient is exactly the same for each stimulus, 63 (k) — 0,and F = 1/N.

The reader should appreciate that this is an idealized situation; in practice, a constant
level of noise, 6, is present on the output of the signal averager. This noise comes from
the signal-conditioning amplifiers, the quantization accompanying ADC, and arithmetic
roundoff. The averager MS output noise can thus be written:

_ oy (k)+o: (k)

N, +06, mean-squared volts. (2.206)

And as before, the MS signal is

S, (k) = : +5(k) . (2.207)

Thus, the averager MS output SNR| is

—2

2
SNR, (k)= O (K)+Ns(k) (2.208)
o; (k)+o;(k)+No;
And if the evoked response is deterministic, 67(k) — 0, and we have
Ns (k)
s
SNR, (k)=——+—-—. 2.209
() o, (k)+No; 2.209)

Note that if the number, N, of stimuli and responses averaged becomes very large, then

— 2

SNR, (k) - **) (2.210)
and also in the limit,
F(k S 2211

Signal averaging can recover a good estimate of s(k) even when o,(k) is 60 dB larger
(103 times) than s(k).

From Equation 2.209, we can find the N required to give a specified SNR, given c2(k),
c.(k), and s(k)z.
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2.9 Chapter Summary

Chapter 2 has dealt with the analysis and design of analog signal-conditioning circuits.
Our treatment has been subdivided to include both linear and nonlinear signal processing
systems. IC designs are stressed, and examples of commercially available ICs are given.
This chapter was opened in Section 2.2 with a basic treatment of DAs that are widely used
in the front ends of OAs and IAs to reduce CM interference.

Section 2.3 deals with the ubiquitous operational amplifier amp that finds many applica-
tions in linear and nonlinear signal processing. Basic design types of OAs are reviewed,
and examples of their applications in linear signal processing are discussed. In Section 2.4,
we review basic quadratic analog AF designs using conventional OAs. Although many,
many AF designs exist, we have focused on three of the more popular and easy to use
designs: controlled-source AFs (including the well-known Sallen and Key designs), biquad
AFs, and GIC-based AF designs.

The design, characteristics, and uses of IAs, including IsoAs and autozero amplifiers, are
described in Section 2.5.

Section 2.6 deals with nonlinear analog signal processing. In it, we cite examples of
commercially available function modules, and nonlinear circuits that can be built with
OAs are presented. Considered are precision absval circuits, multifunction converters,
true RMS converters, square-root and divider circuits (other than multifunction con-
verters), peak detectors, T&H circuits, log ratio circuits, and a generalized trigonometric
system.

Two examples of the use of the OA charge amplifier configuration are given in Section 2.7:
conditioning the output of piezoelectric crystal pressure transducers and measuring
charge on a capacitance by integration.

The demodulation of DSBSC signals generated by such systems as Wheatstone bridges
with AC excitation and LVDTs is considered in Section 2.8 on PSRs. This section also intro-
duces the LIA, its uses, and signal detection limits set by noise.

Home problems at the end of this chapter illustrate the design of amplifiers, filters, and
signal-conditioning systems. Use should be made of computer-aided circuit analysis in
reaching problem solutions.

The following Chapter 3 treats the all-important topics of noise and coherent inter-
ference arising in the environment, sensors, analog signal-conditioning circuits, and
digital interfaces and DSP functions. Noise is shown to be an important limitation to
1&M system resolution, precision, and accuracy. Low-noise signal-conditioning sys-
tems are described.

.|
Problems

2.1 An electrometer charge amplifier is used to find the inductance of a coil. The coil’s
DC resistance is measured to be R; = 10 Q. An SS DC of 10 mA is passed through
the coil. At t =0, the switch connects the coil to the OA’s summing junction. Cy is ini-
tially uncharged so v,(0) = 0 V. See Figure P2.1.

A. Sketch and dimension i (f) for t > 0.
B. Sketch and dimension v,(t) for ¢ > 0. Give an expression for L in terms of the SS v,..
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FIGURE P2.1

2.2 A. Derive the transfer function of the controlled-source AF shown in Figure P2.2 in
time-constant form.
B. Give expressions for the peak gain, the frequency of the peak gain, and its Q.
Assume the OA is ideal.

2.3 See Figure P2.3. Design a 60 Hz notch filter using a two-loop biquad BPF and a fifth
OA summer. The passband gain of the notch filter is to be +20 dB, and the BPF’'s Q
is to be 50. The high -3 dB frequency of the filter is to be above 100 kHz. Specify the
OAs and all Rs and Cs in your design. Verify your design by a SPICE or MicroCap
simulation. What is the simulated filter’s attenuation at 60 Hz?

2.4 We wish to pass a constant current through a SnO, carbon monoxide sensor. The pres-
ence of CO causes a drop in the sensor’s resistance, hence a drop in V,. A Howland cur-
rent source is to be used, shown in Figure P2.4. Define the following: a = R,/(R; + R,),
B=R,/R; +R,), y=R;/(R; + Ry). Assume an IOA. Using circuit analysis, find the con-
ditions for a, p, and y and the various resistors that make I; completely independent
of the sensor’s resistance, R,. Give an expression for the circuit’s transconductance,

Gy=1/V.
R

X |(c

NV +

v
I\ c 10A -
[AQY =y R -
R 2R
NV NN

FIGURE P2.2
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2.5 The circuit of Figure P2.5 is a Deboo noninverting integrator. Assume the OA is ideal
and the resistors are exactly matched, thatis, R, = R, R, = R;.

A. Derive an expression for E(s).
B. Now let V,=0. Leta DC bias current, I, enter the v; node and a DC bias current,

I, enter the v} node. Find an expression for V,(), assuming the bias currents are
applied as steps at t = 0 and v;(0) = 0.
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2.6 Two IOAs and a single diode are used to perform a nonlinear operation on the input
signal.
See the circuit of Figure P2.6. Find an expression for V, = (V,, R, R’).

2.7 The circuit of Figure P2.7 is another notch filter design.
A. Design the filter to have its notch at 60 Hz. That is, find numerical values for
R;, R,, R; and C. Give the DC gain of the filter and the damping factor of its
denominator.
B. Simulate the filter’s frequency response; use OP27 OA models in SPICE or MicroCap.
From the Bode magnitude plot, find the notch’s Q = -3 dB bandwidth/60.

2.8 The circuit in Figure P2.8 is a single-loop biquad AF. Assume the OAs are ideal.

A. Derive an expression for VO (s) in time-constant form. Sketch and dimension the

Bode magnitude plot for this transfer function.
B. Give expressions for this filter’s w,,, Q, and gain at ® = 0,. Does this version of the
biquad AF have the design flexibility of the 4-OA, two-loop biquad AF?

\v4

FIGURE P2.6
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FIGURE P2.8

2.9 Find expressions for the gains of the seven IOA circuits shown in Figure P2.9.

2.10 The circuit of Figure P2.10 uses two OAs to linearize a Wheatstone bridge. Note that
voltage V; hence V, are at virtual ground. Write node equations for V, and V; and use
them to find V, = f(AR, R, R,, R5, V).

2.11 The CMRR of a certain DA is 120 dB at 60 Hz. When a source, v (t) = 0.004
sin(377t), is connected to the + input and the — input is grounded, the output
voltage is 1.0 V RMS. Find numerical values for A, and A in the gain equation:
U, = ApUig + AV

2.12 The input voltages to a differential IA are v,(f) = 0.002 sin(2z400¢) and v;(t) = —0.002
sin(2x 400f) + 2 sin(377). The amplifier’s output is given by v, = Apv4 + Acv,, Where
Ap=10%and A- =102
A. What is the amplifier’s CMRR in dB?

B. Write an expression for v, ().
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FIGURE P2.13

2.13 A Wien bridge is used to make a notch filter at 60 Hz. In Figure P2.13, DA1 has
Ap=Kp, Ac=0,and DA2 has Ap =1, Ac = 0. (The DAs are not OAs.)
A. Find an expression for the frequency response of the filter, E( j®), in time-
constant form. s
B. Pick R and C so the notch frequency is exactly 60 Hz.
C. Give the filter’s DC gain, A,,, 0,, and the Q of the denominator (note that the Q of
an underdamped quadratic pole pair is 1/28).
2.14 Design a quadratic, GIC BPF for geophysical applications to condition a seismometer
output having f, = 1 Hz and Q = 10. Use low-noise OAs. Verify your design with
a MicroCap or PSPICE simulation. Note all Rs must be between 10° and 10° Q and
capacitors must lie between 3 pF and 1 pF.

2.15 Figure P2.15illustrates a voltage-tuned AF. An analog multiplier is used as a variable
gain element.

) . Vs, . .
A. Derive an expression for 70( jo, VC) in time-constant form.
1

B. Make a dimensioned Bode plot for the filter for V.= 0.1, 1.0, and 10 V. Give expres-
sions for the DC gain and break frequency.

V. (DC)
Ry -V, V. /10 ><
;. N
o |l
Ry Ry
I0A > IAO Vy

=

FIGURE P2.15
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2.16 Derive an expression for the frequency response function of the AF shown in
Figure P2.16 in time-constant form. Give expressions for the filter’s ,, DC gain, and
damping factors of the numerator and denominator. What kind of filter is this?

2.17 Find an algebraic expression for V, = f(V,, V,) in the nonlinear analog circuit,
Figure P2.17. Assume IOAs. Why is the inverter IOA2 required?

2.18 A comparator and an OA are used to create a symmetrical hysteresis voltage trans-
fer function, as shown in Figure P2.18. An ideal comparator and an IOA are shown
in the circuit. The ideal comparator’s transfer characteristic is shown. Assume R,

and R, > R,.
AM3
X =
N
+
Vl
VO
+
V, >

FIGURE P2.17
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Assume Vg = 0. Plot and dimension V; = (V},,, R,, R,) for the ICMP. Note that it has
hysteresis. Let R, = R, = 100 k€.

B. Plot and dimension V, =f(V,,, R,, R,). Let V3 = V- =0, R =10 kQ.
The symmetrical output hysteresis characteristic is shown in Figure P2.18. Find

numerical values of V and V. required to give symmetry. Give numerical values
for Vi, Vi, Vomaxe and Vo
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Noise and Coherent Interference in Measurements

3.1 Introduction

Because of the differences in the sources and the means of reduction of random noise vs.
coherent interference, we will treat them separately in subsections of this chapter. Both
noise and interference provide a major limitation to the precision of measurements and
the threshold detectability of the QUM. Thus, a knowledge of how to design low-noise
instrumentation systems is an important skill that a practicing instrumentation engineer
should learn.

First, let us examine the distinction between noise and coherent interference. Noise
is considered to arise in a circuit or measurement system from completely random phe-
nomena. Any physical quantity can be noisy, but we will generally restrict ourselves to
the consideration of noise voltages and currents in this chapter. Such noise voltages and
currents will be considered to have zero means, meaning that they have no additive DC
components. The unwanted DC components are best considered to be drift or offset, and
their reductions are more appropriately treated in a text on DC amplifier design or OA
applications.

Coherent interference, as the name suggests, generally has its origins in periodic, man-
made phenomena, such as powerline frequency electric and magnetic fields, radio-frequency
sources such as radio and television station broadcast antennas, certain poorly shielded
computer equipment, spark discharge phenomena such as automotive ignitions and motor
brushes and commutators, and inductive switching transients such as SCR motor speed
controls. As you will see, minimization of coherent interference is often arty and may involve
changing the grounding circuits for a system, shielding with magnetic and/or electric
conducting materials, filtering, using isolation transformers and ferrite beads, etc.

Minimizing the impact of incoherent noise in a measurement system often involves a
prudent choice of low-noise components, certain basic electronic design principles, and
filtering. The incoherent noise that we will consider is random noise from within the mea-
surement system; coherent noise usually enters a system from without.

3.2 Descriptions of Random Noise in Circuits

In the following discussions, we assume that the noise is stationary. That is, the physi-
cal phenomena giving rise to the noise are assumed not to change with time. When sta-
tionarity is assumed for a noise, averages over time are equivalent to ensemble averages.

125
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An example of a nonstationary noise source is a resistor, which, at time t = 0, begins to dis-
sipate power so that its temperature slowly rises, as does its resistance, hence its thermal
noise voltage.

Several statistical methods for describing random noise exist. These include, but are not
limited to, the PDF, the cross- and autocorrelation functions and their Fourier transforms
(FTs), the cross- and auto-power density spectra, and the root PDS, used to characterize ampli-
fier equivalent input noise.

3.2.1 Probability Density Functions

The PDF is a mathematical model based on the amplitude statistics of a stationary noise
waveform, n(f), and not how n(t) varies in time. For a random sample of n(f), the PDF of n(t)
is defined as

Probability thatx < < (x +dx)

p(x) G , 31)

where
x is a specific value of n taken at some time ¢
dx is a differential increment in x

The PDF is the mathematical basis for many formal derivations and proofs in statistics and
probability theory. The PDF has the following properties:

J. p(x)dx =Prob[x <v], 3.2)
jp(x)dx =Prob[v; <n <], (3.3)
jp(x)dx =1=Prob[x < ], (34

—oo.

Several PDFs are widely used to describe the amplitude characteristics of electrical and
electronic circuit noise. These include the following;:

(x=x)* .
exp| — Gaussian or normal PDF, (3.5
262

p(x)=|
0.2
:1 2 3 f - S S 7 d

p(x)=1/2a or—a=x=da, an Rectangular PDF, (3.6)

p(x)=0, for |x|>a

2
p(x)= (0):2 )exp[%fﬁ}' x 20 Rayleigh PDF. (3.7)
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Under most conditions, we assume that the random noise arising in electronic circuits
is modeled by a Gaussian PDF. Many mathematical benefits follow this approximation; for
example, the output y(f) of an LS is Gaussian with variance o given the input x(f) to be
Gaussian with variance c?2. If Gaussian noise passes through a non-LS, the output PDF in
general will not be Gaussian.

Our concerns with noise in instrumentation systems will be focused in the frequency
domain. Here, we will be concerned with the PDS and the root power spectrum, as treated
in the following texts. We will generally assume the noise PDFs are Gaussian.

3.2.2 Power Density Spectrum

We will use a heuristic approach to illustrate the meaning of the PDS of noise.
Formally, the two-sided PDS is the FT of the autocorrelation function, defined in the fol-
lowing by

T

1

Rn(t)=1 —1‘{ t)n(t+t)dt. 3.8

@=tim A n(t)n(t+7) e
-T

The two-sided PDS is an even function and can be written as the FT of the autocorrelation

function:

@, (@)= i J' R, (e " dr. (39)

Because R,,(7) is an even function, its FT, @, (), is also an even function, which when
stated mathematically means

Dy ((D) =@y (_(D) (310)

In the following discussion, we will consider the one-sided PDS, S, ( f), which is related to
the two-sided PDS by

S (f) =20,,(2nf) for f20, (3.11)

and
Sa(f)=0 for f<O0. (3.12)

To see how we may experimentally find the one-sided PDS, examine the system shown
in Figure 3.1. Here, a noise voltage is the input to an ideal LPF with adjustable cutoff fre-
quency, f.. The random output of the ideal LPF is measured with a broadband, true RMS,
AC voltmeter. We begin with f, = 0 and systematically increase f,, each time recording the
square of the RMS meter reading, or mean-squared output voltage, v2,, of the filter. As
f. is increased, 02, increases monotonically, as shown in Figure 3.2. Because of the finite
bandwidth of the noise source, v, eventually reaches an upper limit that is the total mean-
squared noise voltage of the noise source. The plot of v3, ( f.) vs. f.is called the cumulative
mean-squared noise characteristic of the noise source. Its units are mean-squared volts, in this
example. A simple interpretation of the one-sided, noise PDS is that it is the derivative, or
slope, of the mean-squared noise characteristic curve. Mathematically stated, this is

_dvin(f)

ar Mean squared volts/Hertz. (3.13)

Sn (f)
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Ideal low-pass filter

f True RMS
0 > voltmeter

L ° L

FIGURE 3.1
System used to calculate the one-sided PDS of the noise, ey

Je (Hz)

FIGURE 3.2
Mean-squared output noise (vf,n) of the system of Figure 3.1 as a function of the ideal LPF’s cutoff Hz band-
width, f..

A plot of a typical noise PDS is shown in Figure 3.3. Note that a practical PDS generally
drops off to zero at high frequencies.

A question that is sometimes asked by those first encountering the PDS concept is: Why
is it called a PDS? The power concept has its origin in the consideration of noise in commu-
nication systems and has little relevance in the consideration of noise in instrumentation
systems. One way to rationalize the power term is to consider a noise voltage source with

Salf)
MSV/Hz
Sn(0)

FIGURE 3.3
A one-sided, noise PDS, derived by differentiation of the plot of v3, ( f.) with respect to f,. Its units are mean-
squared volts per Hz.
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a 1 Qload. In this case, the average power dissipated in the resistor in watts is simply the
total mean-squared noise voltage.

From our heuristic definition of the PDS earlier, we see that the total mean-squared voltage
in the noise voltage source can be written as

o =[S (f)df. 614
0
The mean-squared voltage in the frequency interval (f;, f,) is found by
v (fi )= [ 5. (F)eF. 615)
fi

(f, — f1) is also called the noise bandwidth, B.

Often, noise is specified or described using root power density spectra, which is simply a
plot of the square root of S,(f) vs. f and which has the units of RMS volts (or other units)
per root Hz.

Special (ideal) PDSs are used to model or approximate portions of real PDSs. These
include the white noise PDS and the one-over-f PDS. A white noise PDS is shown in Figure 3.4.
Note that this PDS is flat; this implies that

oo

[ () ==, (316)

0

which is clearly not realistic. A one-sided 1/f PDS is shown in Figure 3.5. The 1/f spectrum
is often used to approximate the LF behavior of real PDS. Physical processes that gener-
ate 1/f-like noise include surface phenomena associated with electrochemical electrodes,
carbon composition resistors carrying DC (metallic resistors are substantially free of 1/f
noise), and surface imperfections affecting emission and diffusion phenomena in semi-
conductor devices. The presence of 1/f noise can present problems in the electronic signal
conditioning systems used for low-level, LF, and DC measurements, such as found in
biomedical and geophysical applications.

A

Sue(f) MSV/Hz

=
'S

FIGURE 3.4
A white noise PDS.
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FIGURE 3.5
A 1/fPDS.

3.2.3 Sources of Noise in Signal Conditioning Systems

Sources of noise in signal conditioning systems can be separated into two major categories:
noise from passive resistors and noise from active circuit elements such as bipolar junction
transistors (BJTs), field effect transistors, and vacuum tubes. In most cases, the Gaussian
assumption for noise amplitude PDFs is valid, and the noise generated can generally be
assumed to be white over a major portion of the spectra.

3.2.3.1 Noise from Resistors

From statistical mechanics, it can be shown that any pure resistance at a temperature T K
will have a zero mean noise voltage associated with it. This noise voltage appears in series
with the (noiseless) resistor to form a Thevenin equivalent circuit. From DC to radio fre-
quencies where the resistor’s capacitance to ground and its lead inductance can no longer
be neglected, the resistor’s noise is well modeled by a Gaussian white noise source. Noise
from resistors is called thermal or Johnson noise. Its one-sided PDS is given by

Sq (f)=4kTR mean squared volts/Hz(MSV/Hz), 0< f<eo, (3.17)

where
k is Boltzmann’s constant (1.38 x 10-23)
T is in Kelvin
R is in ohms

In a given bandwidth, the mean-squared noise from a resistor can be written as

f2
ven (B) = J. Sa(f)df = 4kTR( f, - fi) = 4kTRB mean squared volts, (3.18)
f

where B is the equivalent Hz noise bandwidth, B = (f, - f).
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A Norton equivalent of the Johnson noise source from a resistor can be formed by assuming
that a white noise current source with PDS

Sui (f) = 4kTG MS Amps/Hz (319)

is in parallel with a noiseless conductance, G = 1/R.

The Johnson noise from several resistors connected in a network may be combined into a
single noise voltage source in series with a single, noiseless, equivalent resistor. Figure 3.6
illustrates some of these reductions for two-terminal circuits.

Noise equivalent circuit
Circuit with noiseless R Power density spectrum

Ri|| R,

RatT RyatT ——» S.(f) Sa(f) = 4KT[R,Ry/(R, + R,)]

g

RyatT R, R

RiatT S,(f) = 4kT (R, +Ry)

:

©

Ryat T, R, Ry

Ryat T, — Sa(f) Salf) =4K(T 1Ry + TRy)

O

Ryat T, Sn(f) = 4KT R [Ry/ (R +Ry)1? + 4KTHRy[Ry /(Ry+R,)]?

Ry at Ty — [ Salf) Z Ry | | Ry Su(f) = 4KT, G, +4kT,G, msA/Hz

& &
B B
S S
%%
=

>3

O O

FIGURE 3.6
Means of representing the thermal or Johnson noise from pairs of resistors using Thevenin and Norton equiva-
lent circuits. Noises are always added as mean-squared quantities.
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It has been observed that when DC (or average) current is passed through a resistor, the
basic Johnson noise PDS is augmented by the addition of a 1/f spectrum:

Al?

S (f)=4kTR+ A MSV/Hz, (3.20)

where
I'is the average or DC component of current through the resistor
A is a constant that depends on the material from which the resistor is constructed
(e.g., carbon composition, resistance wire, metal film)

An important parameter for resistors carrying average current is the crossover frequency,
f., where the 1/f PDS equals the PDS of the Johnson noise. This is easily seen to be

AP
4kTR

f. Hz. (3.21)

It is possible to show that the f, of a noisy resistor can be reduced by using a resistor of
the same type but having a higher wattage or power dissipation rating. As an example of
this principle, consider the circuit of Figure 3.7 in which a single resistor of R ohms, carry-
ing a DC ], is replaced by nine resistors of resistance R connected in series—parallel to give
a net resistance R that can dissipate nine times the power of a single resistor R. The noise
PDS in any one of the nine resistors is seen to be

A(1/3)

S, (f)=4kTR + MSV /Hz. (3.22)

Each of the nine PDSs given by Equation 3.22 earlier contributes to the net PDS seen
at the terminals of the composite 9 W resistor. Each resistor’s equivalent noise voltage

1

FIGURE 3.7

Equivalent circuit giving a ninefold increase in resistor wattage rating while reducing the net resistance’s 1/f

—
I/Bl I/Sl

§RatT §RatT ;RatT

§RatT §RatT ;RatT

§RatT §RatT §RatT

noise by nine. The thermal noise remains the same.



Noise and Coherent Interference in Measurements 133

source sees a voltage divider formed by the other eight resistors in the composite resistor.
The attenuation of each of the nine voltage dividers is given by

3R/2 1
3R/2+3R 3’ (.23

The net voltage PDS at the composite resistor’s terminals may be found by superposition
of PDSs. It is

Su0 ZI%TR (1/3)° ](3) 4kTR+ 13;2 MSV /Hz. (3.24)

]

Thus, the composite 9 W resistor enjoys a ninefold reduction in the 1/f noise spectral power
because the DC density through each element is reduced by 1/3. The Johnson noise PDS
remains the same, however. It is safe to generalize that the use of high-wattage resistors
of a given type and resistance will result in reduced 1/f noise generation when the resis-
tor carries DC (average). Note that wire-wound resistors generally have smaller A factor
values than do carbon composition or metal oxide resistors.

3.2.3.2 Two-Source Noise Model for Active Devices

Noise arising in JFETs, BJTs, and complicated IC amplifiers is generally described by the
two-source input model. The total noise observed at the output of an amplifier, given that
its input terminals are short-circuited, is accounted for by defining an equivalent short-circuited
input noise voltage, e, ,, which replaces all internal noise sources affecting the amplifier output
under short-circuited input conditions. The amplifier, shown in Figure 3.8, is now considered
noiseless. e, is generally specified by manufacturers for low-noise discrete transistors and
IC amplifiers.

en, is a root PDS, that is, it is a function of frequency, and has the units of RMS volts per
root Hz (RMS V/YHz). Figure 3.9 illustrates a plot of a typical e,,(f) vs. f for a low-noise
JFET. Also shown in Figure 3.9 is a plot of the equivalent input current noise, i,,(f) vs. f, for
the same device.

In addition to the equivalent short-circuited input noise voltage, the modeling of the net
noise characteristics of amplifiers requires the inclusion of an equivalent input current

RgatT

s @ §t1T§ C)I Ina @+ Vi H(s)

FIGURE 3.8

Equivalent two-source model for a noisy amplifier: e, is the equivalent input short-circuited voltage noise root
PDS. Its units are RMS volts per root Hz. i, is the equivalent input noise current root PDS. Its units are RMS
amps per root Hz. e, and i, are generally functions of frequency.
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FIGURE 3.9
Plots of typical e,,(f) and i,,(f) for a JFET input amplifier. Note units.

noise source, ,,, as shown in Figure 3.8. i ,(f) is the root PDS of the input equivalent noise
current; its units are RMS amps per root Hz (RMS A/Hz). Note that both e,,(f) and i,,(f)
have flat, midfrequency portions that invite approximation by white noise sources. At high
frequencies, both equivalent noise root PD spectra slope upward. ¢,,(f) for discrete JFETs,
MOSFETs, BJTs, and IC amplifiers generally shows a 1/yf region at low frequencies.

3.2.3.3 Noise in JFETs

Certain selected, discrete JFETs are used in the design of low-noise headstages for sig-
nal conditioning in measurement systems. Some JFETs give exceptional low-noise perfor-
mance in the audio and sub-audio-frequency regions of the spectrum, while others excel
in the video and radio-frequency end of the spectrum giving them applications for RF
oscillators, mixers, and tuned amplifiers.

Van der Ziel (1974) has shown that the theoretical thermal noise generated in the con-
ducting channel of a JFET can be approximated by an equivalent short-circuited input
noise with PDS given by

2, = AKT _[ 4KT | [Tbss \qqy /Hz, (3.25)
m 8mo Ing

where g, is the FET’s SS transconductance measured when Vg = 0 and I, = Iygs. Ipgs = the
DC drain current measured for Vg =0 and Vg > Vi, and I = the quiescent DC drain cur-
rent at the FET’s quiescent operating point where Vg = V5o

In reality, due to the presence of 1/f noise, the theoretical short-circuited input voltage
PDS expression can be modified, sic:

e2 (f) =(4"TJ(1+ fe )MSV/HZ. (3.26)

gm f"

The exponent 1 has the range 1 < n < 1.5 and is device and lot determined. 7 is usually set
equal to one for algebraic simplicity. The origins of the 1/f" effect in JFETs are poorly under-
stood. Note that e, given by Equation 3.26 is temperature dependent. Heatsinking or actively
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cooling the JFET will reduce e,,. The parameter f, used in Equation 3.26 is the corner fre-
quency of the 1/f noise spectrum. Depending on the device, it can range from below 10 Hz
to above 1 kHz. f. is generally quite high in RF and frequency JFETs because in this type of
transistor, e,,(f) dips to around 2 nV RMS/yHz in the 10°-107 Hz region, which is quite good.

Reverse-biased JFET gates have a DC leakage current, I, which produces shot noise that
is superimposed on the leakage current. This noise component in I is primarily due to
the random occurrence of charge carriers that have enough energy to cross the reverse-
biased gate-channel diode junction. The PDF of the gate current shot noise is Gaussian,
and its one-sided PDS is given by

i2, = 2q1c. MSA /Hz, (3.27)

where
g =1.602 x 107" C (electron charge)
I is the DC gate leakage current in amperes

I, is typically about 2 pA; hence, i,,, is about 1.8 fA RMS/yHz in the flat midrange of i,,(f).
ina(f), like e,.(f), shows a 1/f characteristic at LFs. The PDS, i2 ( f ), can be modeled by

i2.(f)=2qlc (1 + J{JMSA/HZ. (3.28)

1c

where f,. is the current noise corner frequency.

For some JFET numbers, the measured e,,(f) and i,,(f) have been found to be greater than
the predicted theoretical values; in other cases, they have been found to be less. No doubt
the causes for these discrepancies lie in the oversimplifications used in their derivations.

3.2.3.4 Noise in BJTs

The values of e,, and i, associated with BJT amplifiers depend strongly on the device’s
quiescent operating (Q) point. This is because there are shot noise components superim-
posed on the quiescent base and collector currents. The SS model of a grounded-emitter
BJT amplifier is shown in Figure 3.10B. In this circuit, we assume negligible noise from R,,
the voltage-controlled current source (VCCS), g, v, and the SS base input resistance, 7,.
The shot noise sources are

% = 2qls0 MSA /Hg, (3.29)
i2. = 2qBIyo MSA /Hz. (3.30)

In this example, it is algebraically simpler to not find the equivalent input e, and i,.
Rather, we work directly with the two white shot noise sources in the midfrequency,
hybrid-pi, SS model. It can be shown (Northrop 1990) that the total output noise voltage
PDS is given by

4kTRI(BRL) +29IsoR3(BR.)*
(VT/IBQ + 7y )2

SNO = 4kTRL + Zq[IBQ )(BRL )2 + MSV/HZ/ (331)

B
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FIGURE 3.10

(A) A simple, noisy BJT amplifier. Capacitances are assumed to have negligible reactances in the operating range
of frequencies. (B) Midfrequency, SS, equivalent circuit of the BJT amplifier. It is assumed that Ry > 7,. r, and Ry
are assumed to be noiseless, and R = r, + Rg makes thermal noise. i, and 7, are white shot noise current sources.

where it is clear that r, is approximated by V;/Izo, R = r, + R, and we neglected the

Johnson noise from R; because it is numerically small compared to the other terms. It is
easy to show that the mean-squared output signal can be written as

2 2
2= BBR). gy, (332)
(VT /IBQ + 1y )

Thus, the MS SNR at the amplifier output can be written as

SNR, = v!/B , (3.33)
AKTR, +2qT50R?+2q (Ing /B) (Vi /Ing + R.)

where B is the specified, equivalent (Hz) noise bandwidth for the system.

The SNR, given by Equation 3.33 has a maximum for some nonnegative Izoax. The
Iyomax that will give this maximum can be found by differentiating the denominator of
Equation 3.33 and setting the derivative equal to zero. This gives

V.
Izomax = ( = (3.34)

A
R B+1)



Noise and Coherent Interference in Measurements 137

What we should remember from the earlier exercise is that the best noise performance
for linear, SS, BJT amplifiers is a function of quiescent biasing conditions (Q-point). Often,
these conditions have to be found by trial and error when working at high frequencies.
While individual BJT amplifiers may best be modeled for noise analysis with the two shot
noise current sources as we did earlier, it is more customary when describing complex, BJT
IC amplifier noise performance to use the more general and more easily used e,, and i
two-source model.

na’

3.3 Propagation of Gaussian Noise through Linear Filters

In a formal, rigorous treatment of noise in LSs, it is possible to show that the PDF of the out-
put of an LS is Gaussian, given a Gaussian noise input. In addition, the PDS of the system’s
output noise is given by

S, (f) =S« (f)HCx f)l# MSV/Hz. (3.35)

This is the scalar product of the positive real input PDS and the magnitude squared of
the system’s frequency response function. This relation can be extended to include two or
more cascaded systems, as shown in Figure 3.11:

Sy (f)=S.(fH@n jf)PIG@n jf ) MSV/Hz (3.36)

or

Sy (f)=S«(f)HErjHGER P MSV/Hz. (3.37)

If white noise with a PDS 5,(f) = n MSV/Hz is the input to an LS, then the output PDS
is simply

S, (f)=n[HQ@njf)’ MSV/Hz. (3.38)

The total mean-squared output noise of the system is

0% = |8, (£)df =n[|F1care ) df MsV. (3.39)
0 0

S() 5.(0)

SY L wn T —

FIGURE 3.11
Propagation of noise through two cascaded LSs.
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TABLE 3.1

Noise Gain? x Bandwidth Products for Some Common System
Frequency Response Functions

Frequency Response Function, H(jw) Gain? Hz Bandwidth
Ky K3 [1/41]
jot+1
S S A K{[1/(4{m +1})]
(jot+1)(jot,+1)
Ky Ki[o,/8E]
(1-0*/op)+ jol2E/wy)
Ky joX28 /o,) K3 [] = K3 [0,/20]
(1-*/p)+ jo(28 /)
Kyjot, 2 T
A u>T ) L
(jou,+1)(jot,+1)" "7 V[4tz(11+12)

The right-hand integral of Equation 3.39 may be shown to be, for transfer functions with
one more finite pole than zeros, the product of the transfer function’s LF or midband gain
squared times the filter’s equivalent Hz noise bandwidth. The filter’s gain squaredxbandwidth
product is thus given by

GAIN?BW = _[ HCn jfPdf. (3.40)
0

Gain? x bandwidth integrals have been evaluated using complex variable theory for a
number of transfer functions (see James et al. 1947). In Table 3.1, we give the gain? x bandwidth
integrals for five common amplifier frequency response functions. Note that the equiva-
lent noise bandwidths (in brackets in each case) are in Hz, not rad/s. Also note the absence
of 2x factors in these expressions. Gain? x bandwidth integrals are used to estimate the total
MS output noise from amplifiers having (approximate) white noise input sources and are
thus useful in calculating output SNRs.

3.4 Broadband Noise Factor and Noise Figure of Amplifiers

An amplifier’s noise factor is defined as the ratio of the mean-squared SNR at the amplifier’s
input to the SNR at the amplifier’s output. Since a real amplifier is noisy and adds noise to
the signal as well as amplifying it, the output SNR (SNRy) is always less that the input SNR
(SNR;); hence, the noise factor is always greater than one for a noisy amplifier:

g SNR,
" SNRo

(341)
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Amplifier

FIGURE 3.12
A minimum noisy amplifier model relevant to the calculation of amplifier noise factor and noise figure.

The noise figure is defined as

NF =10log;, (F) (342)

when the SNRs are in terms of mean-squared quantities.

Figure 3.12 illustrates a minimum model for a noisy amplifier. Here, we assume that the
spectra of e,,and i,, are white and that R, > R_. The MS input signal is S; =vZ, and the MS
output signal is S, = K%v2, where K2 is the amplifier’s midband gain. The MS input noise is
simply that associated with v, (here zero) plus the Johnson noise from the source resistance,
R,, in a specified Hz noise bandwidth, B.

It is written as

N; = 4kTR,B MSV. (3.43)

The mean-squared noise at the amplifier’s output, N, is composed of three components:
one from the R,
Johnson noise and two from the equivalent noise sources. N, can be written as

N, = (4kTR, + €3, + iﬁaRﬁ)J. H(2r jf)2df
0
= (4kTR, +ep, +inaR2 ) KYB MSV. (3.44)

Using the definition for F, we find that the noise factor for the simple noisy amplifier model
can be written as

€ha + ina RS
4KTR,

=1+ (345)

Note that this expression for F contains no bandwidth terms; they cancel out. When the NF
is given for an amplifier, R, must be specified, as well as the Hz bandwidth B over which
the noise is measured. The temperature should also be specified, although common prac-
tice usually sets T at 300 K.

For practical amplifiers, NF and F are functions of frequency because ¢, and i,, are
functions of frequency (see Figure 3.9). For a given R,, F tends to rise at LFs due to the 1/f
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components in the equivalent input noise sources. F also increases at HFs, again, due to the
HF increases in ¢, and i,,. Often, we are interested in the noise performance of an ampli-
fier in either LFs or HFs where NF and F are not minimum. To examine the detailed noise
performance of an amplifier at LFs and HFs, we use the spot noise figure, discussed in the
following texts.

3.5 Spot Noise Factor and Figure

Spot noise measurements are made through a narrow BPF in order to evaluate an ampli-
fier’s noise performance in a certain narrow frequency range, particularly where e, (f) and
i.(f) are not constant, such as in the 1/f range. Figure 3.13A illustrates a set of spot noise
figure contours for a commercial, low-noise preamplifier having applications at audio-
frequencies. Figure 3.13B shows the spot NF contours when an ideal transformer with r = 100
is used to couple the Thevenin source to the amplifier.

Rg (Q)
10°
10dB \ 20 dB
108
1dB \
107 \
0.1dB
(
10°
SN
<0.05 dB
10dB \
10* /
1dB
20 dB ~_
10°
30 dB \
102
L
40 dB \
10
1072 107! 1 10 10% 10% 10% 10° 100
f(Hz)
(A)

FIGURE 3.13
(A) Spot noise figure contours for a typical amplifier with a direct input having a Thevenin source resistance Rg
at temperature T K.
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Rg in ohms at 300 K
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FIGURE 3.13 (continued)
(B) Spot noise figure contours for the same amplifier using a 1:100 turns ratio input transformer to couple the
Thevenin source to the amplifier. Note the shift of the minimum contour to a new, lower range of Rg.

A system for determining an amplifier’s spot noise figure is shown in Figure 3.14. An
adjustable white noise source is used at the amplifier’s input. Note that the output resis-
tance of the white noise source plus some external resistance must add up to R,, the speci-
fied Thevenin equivalent input resistance. The system is used as follows: First, the BPF is
set to the desired center frequency and the white noise generator output is set to ey, = 0. We
assume that the total mean-squared noise at the system output under these conditions can
be modeled as

No(fe)=[4KTR, +e2 (fo)+i2 (f) R2 | K3B: MSV, (3.46)

where
e..(f.) is the value of e, at the BPF center frequency, f.
B is the equivalent noise bandwidth of the BPF
Ky is the combined gain of the amplifier under measurement at f,, the BPF at f, and the
post-amplifier. Ky can be written as

Ky = H2n jf)| KeKa. (347)
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Noisy amplifier
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FIGURE 3.14

A system for measuring the spot noise figure of an amplifier.

Second, the white noise source is made nonzero and adjusted so that the true RMS meter
reads V2 higher than in the first case with ey = 0. The MS output voltage can now be
written as

NG (fe)=2No (fe) = 2[ 4kTR, + e ( fe) +ina (fe) R [K3Br

=[ ek +4kTR, +eby (o) +ita (f.) R |KIBy (3.48)

Under this condition, it is evident that

e} = 4KTR, + e, (f.)+i% (f.)R2. (3.49)

Hence,
[ea (fo)+ita (f)R2]=[ ek —4kTR,]. (3.50)

If the left-hand side of Equation 3.50 is substituted into Equation 3.45 for the noise factor,
F, we find

en

Fpot = . 3.51
P (4kTR,) G50

Note that this expression for the spot noise factor does not contain specific terms for the
measurement center frequency, f., or the BPF’s Hz noise bandwidth, Bz. However, these
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parameters are always specified when giving F,,,, for an amplifier. F,, is actually calcu-
lated by setting f. and R,, then determining the % value that doubles the mean-squared
output noise. This value of €% is then divided by the calculated white noise spectrum from
the resistor R, to give a value for F,,, at a given frequency and R..

It is also possible to measure F,,, using a sinusoidal source of frequency f, instead of
the calibrated white noise source, ey. See the home problems for this chapter for a detailed
treatment of this method.

3.6 Transformer Optimization of Amplifier F, , and Output SNR

Figure 3.13A illustrates the fact that for a given set of internal biasing conditions, a given
amplifier will have an optimum operating region where NF,,, is a minimum in (R, f.)
space. In some instances, the input sensor to which the amplifier is connected has an R,
that is far smaller than the R, giving the lowest NF,,,, on the amplifier’s spot NF contours.
Consequently, the system (i.e., sensor and amplifier) is not operating to give either the
lowest NF or the highest output SNR. One way of improving the output SNR is to couple
the input sensor to the amplifier through a low-noise, low-loss transformer, as shown in
Figure 3.15. Such coupling, of course, presumes that the signal coming from the transducer
is AC and not DC, for obvious reasons. A practical transformer is a BP device, which loses
efficiency at LFs and HFs, limiting the range of frequencies over which output SNR can be
maximized.

The output MS SNR can be calculated for the circuit of Figure 3.15 as follows: the MS input
signal is simply v7. In the case of a sinusoidal input, it is well known that v; = V/2 MSV.
The MS signal at the output is

spo

S, =v’n’K?3, (3.52)

where
n is the transformer’s secondary-to-primary turns ratio
Ky is the amplifier’s midband gain

The transformer is assumed to ideal (lossless and noiseless). In practice, transformer wind-
ings have finite resistance; hence, they make Johnson noise, and their magnetic cores

Noisy amplifier

RsatT 1:n na Vv,

+
v, Ry l ina
at T;
£

Ideal xfmr.|

FIGURE 3.15
Use of an ideal input transformer to improve the output SNR of a noisy amplifier when R is small but finite.
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contribute Barkhausen noise to their noisiness. The ideal transformer also has infinite fre-
quency response. From this latter assumption, it is easy to show that the amplifier sees a
transformed Thevenin equivalent circuit of the input transducer having an open-circuit
voltage of nv,(t) and a Thevenin resistance of n?R,. Thus, the mean-squared output noise
can be written as

N, = [n24kTRS +€n +ipa (R, )Z}K%B MSV (3.53)

and the output SNR is

02/B

SNR, = -
4KTR, +¢2,/n* +i2,n’R2

(3.54)

The SNR, clearly has a maximum with respect to n. If the denominator of Equation 3.54 is
differentiated with respect to n?and set equal to zero, we find that an optimum turns ratio,
n,, exists and is given by

n,= |- (3.55)

If the noiseless (ideal) transformer is given the turns ratio of n,, then it is easy to show that
the maximum output SNR is given by

/B

SNR pax = .
MAXT AKTR, + 2e,,inaR,

(3.56)

The general effect of transformer SNR maximization on the system’s noise figure con-
tours is to shift the locus of minimum NF;,,, to a lower range of R; there is no obvious shift
along the f. axis. Also, the minimum NF,,,,is higher with the transformer. This is because
a practical transformer is noisy, as discussed earlier (see Figure 3.13B).

As a rule of thumb, use of a transformer to improve output SNR and reduce NF,, is
justified if (ef1a + if,aRsz) > 20 en.inaRs in the range of frequencies of interest.

3.7 Cascaded Noisy Amplifiers

In this section, we examine a rule for the design of low-noise signal conditioning systems.
Figure 3.16 illustrates three cascaded noisy amplifiers. The i,, terms are assumed to be neg-
ligible because i2.R?< ¢, in each amplifier. We may write the MS output signal voltage as

Sout = USZK\Z/(DK%/(Z)K%/@) MSV. (357)
The MS output noise voltage can be written as

Nou = (4KTR, + €21 ) Kin K2 Kb 3B + 2K Kir3)B + €23 K i 3)B (3.58)
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€nal

Rgat T

FIGURE 3.16
Three cascaded stages of noisy, but otherwise ideal, voltage amplifiers.

The three-amplifier system’s MS output SNR is thus

w2/B

SNROut = .
4kTR, + €r21a1 + erzlaz/K\qu) + erzan/K\Zl(l)K%/(Z)

(3.59)

Note that the output SNR is set essentially by the noise characteristics of the input ampli-
fier (headstage), as long as Ky, > 5, that is, the two right-hand terms in the denominator of
the SNR,,, expression are not numerically significant.

The point to remember from this section is that when it is necessary to design a low-
noise, signal conditioning system, use the lowest noise amplifier in the headstage position
and give it a gain of at least five.

3.8 Examples of Calculations of the Noise-Limited Resolution
of Certain Signal Conditioning Systems

In designing instrumentation systems, it is often necessary to be able to predict the noise-
limited, threshold resolvable measurand or, alternately, what input measurand level will
produce a given system output SNR. In this section, and in the chapter home problems,
we present some examples of situations in which a noise-limited, minimum input signal
level is found.

3.8.1 Calculation of the Minimum Resolvable AC Input Voltage
to a Noisy, Inverting Op-Amp Amplifier

Figure 3.17 illustrates a simple inverting OA circuit. The noisy OA is modeled as a frequency-
compensated OA with a white, equivalent, short-circuit input noise, e,,. i,,is not included in

the model because i, Ry < e,,. We assume the input signal to be a sinusoidal voltage with
peak value V, and frequency f,. The mean-squared output signal voltage is

2 2
Sout = (Vs J(RF) MSV. (3.60)
2 | R

1

The total mean-squared output noise is

2 2
Nou = 4kTR, (?) B+ 4kTR:B +¢2, [1 +II§F) B MSV. 3.61)

1 1
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FIGURE 3.17
A noisy inverting OA amplifier.

The equivalent Hz noise bandwidth, B, may be calculated as follows: A frequency-compensated
OA operated as a simple inverting amplifier has been shown (Northrop 1990) to have a fre-
quency response given by

V, . —AwRe /[Re+Ri(1+ Ay) |

= Av(]m) =

\"A . Ta(Re+Ry) 1
Rr+R;(1+Ay)

(3.62)

In this expression, A, is the open-loop OA’s DC gain, and T, is its open-loop time constant.
T, may be expressed in terms of the OA’s SS, unity-gain frequency, fr:

Ayo
= S.
21 fT

(3.63)

Ta

Hence, the closed-loop, inverting amplifier has a time constant that can be expressed
approximately by

T = UJ;I;}/TM s. (3.64)

Thus, the equivalent Hz noise bandwidth for the amplifier of Figure 3.17 may be found
using Table 3.1. It is

B S 7 T (3.65)
41 2(1+Re/Ry)

Thus, the output MS SNR can be written as

(V2/2)(Re/Ry) 2(1+Re/Ry)

SNROut = ot 2 .
| 4KTR: (Re/R:)""+ 4KTR: +¢% (14 Re/R0) | fi

(3.66)
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In this SNR calculation, we assume that the frequency of the input signal, f,, is much less
than the closed-loop amplifier’s break frequency, 1/(2nt) Hz, so that there is no attenua-
tion of the output signal due to the LPF characteristic of the amplifier.

Using Equation 3.66 earlier, we now calculate the peak value of v, that will give an MS
SNR of unity, given the following typical system parameters: Ry = 10°, R, = 103, f; = 12 MHz,
4kT = 1.66 x 1072, and e,, = 10 nV RMS/yHz. Calculations yield V, = 6.65 1V, peak. This
input value is relatively high because of the broadband nature of the amplifier’s output
noise (B =594 x 10* Hz).

3.8.2 Calculation of the Minimum Resolvable Direct Current in White and 1/f Noise

In this example, a very small DC is to be measured, using an EOA transresistor circuit,
shown in Figure 3.18. The DC source is represented by a Norton equivalent circuit, having
current source, [, and conductance, G,. The thermal noise from G,, Ry, and i,, is assumed
to have white spectra. ¢,,, however, is assumed to have a 1/f component:

na’

2 (f) = +j’[ MSV/Hz. (3.67)

The PDS of the amplifier’s output noise can be written as

Seo(f)= (eﬁao +;](1+RFGS )’ +[ 4KT (Gr +G. ) +ina | RE (3.68)

This noise is, of course, broadband and is conditioned by a noiseless, unity-gain, quadratic
LPF with transfer function

1
5% fon +5(20)/0, +1°

E(s)

(3.69)

Reference to No. 3 in Table 3.1 shows that the quadratic LPF has an equivalent noise band-
width of B = 0,,/(8¢) Hz. The total MS output noise voltage can thus be found by integrat-
ing the white noise terms of S, (f) from 0 to ®,/(8C). Integration of the b/f term between
the same limits leads to the perplexing result of infinity! To avoid this problem, we must
impose a practical LF limit for the b/f integral. One arbitrary but effective solution to this

RpatT
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FIGURE 3.18
A noisy operational transresistor circuit followed by a noiseless LPFE, used to condition small currents.
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problem is to take the LF limit to be the reciprocal of the time it takes to confidently read
the output voltage from the LPF with an analog or digital voltmeter. Let us assume this
takes 4 s, so the LF limit is 0.25 Hz. Thus,

No ={(h0) (1+ ReG, )* +[ 4KT (G +Gs)+iﬁa]R§}[§£]+bln(§?J(1+RFGS)2 MSV.  (3.70)

The MS, DC output signal is S, = 2R MSV.

Now let us find the I to give an output MS SNR of 4. We assume the following param-
eters for an AD549 EOA: 4kT = 1.66 x 10 at 300 K, w,/(8() = 2 Hz, Ry = 100 Q, G, = 10§,
€0 = 35 NV RMS/VHz, i,, = 0.2 fA RMS/VHz, b = 1.36 x 10-7 MSV. Evaluating the noise
terms in Equation 3.70, we find that the dominant term comes from the Johnson noise in
Rg and R this is 3.3233 x 107 MSV. The MS output noise from the b/f term in 2, is 2.8336 x
10~ MSV, and the total MS output noise from e2,0 and i2, is 8.2455 x 102 MSV. When we
set the MS output SNR equal to four, we find that the minimum I, = 0.1153 DC microamps,
and the DC voltage at the system output is 1.153 mV.

3.8.3 Calculation of the Minimum Resolvable AC Input Signal to Obtain
a Specified Output SNR in a Transformer-Coupled, Tuned Amplifier

Figure 3.19 illustrates a signal conditioning system used to amplify the 10 kHz, sinusoi-
dal voltage output of a low-impedance sensor. A transformer (here assumed to be ideal
and noiseless) is used to maximize the output SNR. A noiseless, quadratic BPF, tuned to
10 kHz, follows the low-noise OA input stage. The peak gain of the tuned filter is unity.
Looking toward the source through the ideal transformer, the OA summing junction sees
a Thévenin equivalent circuit consisting of an open-circuit voltage, v,.(f) = nv(f), and an
equivalent resistance of Ry;; = n?R,. The mean-squared output voltage is thus

Sout:(VfJ[ Ri 2]Msv. 371)
2 ) (nRy)

RpatT
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FIGURE 3.19
Use of an input transformer to improve the output SNR when conditioning a low-level sinusoidal input voltage
from a low resistance source.
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All sources of noise in the circuit are assumed to be white. The noise bandwidth is deter-
mined by the BPF and is found in Table 3.1 to be B = 0, = ®,/2Q Hz. The total MS output
noise can thus be written as

2

2
Nout = Mwﬁa 1+ IfF +i2,R2 + 4kTR; || 2 |MSV. 3.72)
(nR,) (n°R;) 20
Therefore, the MS output SNR is
(v2/2)/B
SRN, = (3.73)

4KTR, +e2, (nR,/Ry +1/n)’ +i2,R2n* + 4kTGsR’n*

The denominator of Equation 3.73 has a minimum for some nonnegative n,; hence, the
SNR has a maximum for that n,. To find n,, we differentiate the denominator with respect
to n?, set the derivative equal to zero, and then solve for n,. This yields

n, = Jen VR, - (3.74)

[2./R? + 4KTGr + iﬁa]l !

We now examine a numerical solution for n and V; to give an SNR_, equal to unity. We use
the following parameters: e,, = 3nV RMS/YHz, i, = 0.4 pA RMS/YHz, R; = 104 Q, R, =10 Q,
the BPF Q = 100, and 4kT = 1.66 x 10-2. n_ is found to be 14.73. When n, is substituted for
n in Equation 3.73, and a numerical solution is obtained, V; to get unity SNR = 13 peak nV.
If the transformer is not used (n = 1), then V, to give SNR =1 is 76.0 peak nV.

3.8.4 Calculation of the Smallest AR/R in a Wheatstone
Bridge to Give a Specified SNRout

In this example, we calculate the smallest AR required to produce an MS output SNR of
10 in the AC-powered, Wheatstone bridge circuit shown in Figure 3.20. Two arms of the
bridge are variable, one having increasing resistance while the other’s resistance decreases

en €na BPF
y N
U Vy jo(2L/w,) Vs
R+AR PA
Vs @ § R /é/ * (j0)*02 + jo(2C/e,) + 1
('\ -

vy(t) =V sin(w,t)

FIGURE 3.20
Use of a quadratic BPF to improve the output SNR and resolution of a Wheatstone bridge with AC excitation.
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a corresponding amount. Such a configuration is found in certain unbonded strain gauges
used to measure forces. The output of the bridge is amplified by a PMI AMP-01 low-noise,
differential IA that is followed by a noiseless, quadratic BPF. The purpose of the BPF is to
pass the amplified AC output of the bridge while restricting the bandwidth of the noise,
thus achieving an output SNR that is higher than that at the output of the DA.

The signal output of the system is a sine wave whose amplitude and phase is determined
by v, and AR/R. It may be found as follows: let the bridge excitation be v,(f) = V, sin(2x 400¢).
The voltage at the left-hand corner of the bridge, v,/ is easily seen to be v,(t)/2. The voltage
at the right-hand corner of the bridge, v, can be written as

ol (t) = [1’2(”}(1 +Alf) (375)

Hence, the output of the DA is

AGE Kd(iﬁJVs sin (21 400¢). (3.76)

The center frequency of the BPF is 400 Hz, so v,(f) = v/(t). Thus, the mean-squared signal

output is
2 2 2
S = 2 [ KLY AR Y M. 377)
2 4 R

The MS noise at the system output is assumed to be due to the white thermal noise in the
bridge resistors and the equivalent input short-circuit voltage noise, e,,, which is assumed
to be white. The total MS output noise is found by adding up the MS noise contributions
from all the noise sources. The equivalent Hz noise bandwidth is set by the BPF and, from
Table 3.1, is (2nf,/2Q) Hz. Thus, the MS output noise voltage can be written as

Nowt = (‘”‘TR+4"TR+e§a JKi (22“5 ]MSV. (379)

2 2
The MS SNR at the output of the system is thus

(v2/2)(K3/4)(AR/R)’

SNR = .
" (4kTR+e2,) K3 (2nfa/2Q)

(3.79)

We now calculate the AR/R required to give a MS output SNR of 10. We let f, = 400 Hz,
Q=5,R=1000 Q, K = 1000, 4kT = 1.66 x 10, ¢,, = 5 nV RMS/VHz, V, = 4 V peak. Using
Equation 3.79 earlier, we find AR/R =723 x 10-%, or AR = 7.23 x 105 Q. Using Equation
3.76, we calculate that this AR will produce a 400 Hz sinusoidal output with peak value
V, =1446 x 10 V.

As can be seen, AC operation of a Wheatstone bridge with a tuned output filter can result
in considerable sensitivity. Normally, any slow changes in AR(f) would be extracted with
a PSR following the BPF.
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FIGURE 3.21
A noisy inverting OA amplifier.

3.8.5 Determination of the Conditions for Maximum Output SNR Given
a Simple Inverting Op-Amp Amplifier with Known e, and i,

Figure 3.21 shows a simple OA inverter circuit having a signal source that lies well within
the Hz noise bandwidth, B, for the circuit. Both R, and Ry are assumed to make white thermal
noise. The MS signal at the output can be written as

Sout = V2 [FJ MSV. (3.80)
Ry
The total MS noise at the output is
Re Y Re \
Nouw = [4kTR1 [RFJ +(ina +4kTGr ) RE + €2, (1 + RF) ]B. (3.81)
1 1

After some algebra, we can write the MS output SNR as
v/B
4KTR, (1+ Ry/Re )+ €2, (14 Ry/Re ) +i2,R}

SNRoy = (3.82)

Clearly, from Equation 3.82, we see that the SNR is larger for high ratios of Rp/R, that is, for
high signal gains. Also, the SNR, is larger for small R,. Small R; means, of course, that V,
sees a low effective input resistance (i.e., R;). A practical limit on the gain is set by the nec-
essary closed-loop bandwidth, which will be approximately f(R,/Ry) Hz. Good low-noise

design often involves compromise of other design parameters.

3.9 Modern, Low-Noise Amplifiers for Use
in Instrumentation Signal-Conditioning Systems
In the past 10 years, as the result of advances that have been made in transistor fabrication

technology and in electronic circuit design, we have seen a rise in the number of available,
low-noise, IC amplifiers suitable for use in signal conditioning in measurement systems.
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TABLE 3.2

Introduction to Instrumentation and Measurements

Partial Listing of Some Commercially Available, Low-Noise OAs and IAs Having Low Noise
Characteristics Suitable for Instrumentation Signal Conditioning Applications

Some Low-Noise Amplifiers

Amp. Low Freq fr
Model Type €na [ Va R,, (MHz) Ay
AD8597 OA/BJT 1.1 24 pA/VHz 76 nVppk — 10 116 dB
AD743 OA/FET 32 6.9 fA/\Hz 0.38 uV ppk  10'°Q (DM) 45 4 x10°
3 x 10" Q (CM)
OP27 (PMI) OA/BJT 3 0.4 pA/\VHz 0.08pyVppk 6M 5 10°
OP61AP OA/BJT 34 0.8 pA/\VHz — — 200 4 x10°
(PMI)
NE5532 OA/BJT 5.0 0.7 pA/\VHz — 300 kQ 10 22 x10°
OPA111 (BB) OA/FET 6 0.4 fA/\Hz 1.6 pVppk 10" (DM) 2 125 dB
10" (CM)
MAX410 OA/BJT 1.5 1.2 pA/\Hz — 20 kQ (DM) 28 122 dB
LT1028 OA/BJT 0.85 1 pA/VHz 35nVppk  20M (DM) 75 7 x 100
300 M (CM)
INA163 (BB) IA/BJT 1.0 0.8 pA/VHz — 60 MQ (DM) 34kHz 1-10°
60 MQ (CM)
INA103 (BB) IA/BJT 1.0 2.0 pA/VHz — 60 MQ (DM) 6 1-102
60 MQ (CM)
AD624 IA/BJT 4 60 pA ppk — 1G || 10 pF 25MHz 1-10°
(0.1-10 Hz) (DM, CM)
MAX2641 UHFAmp NF= — 50 Q, Rev. isol. = o 13.5dB at
1.5dB at -24dB 2.45 GHz
2.45 GHz
MAX2656 UHFAmp NF= — 50 Q, Rev. isol. = _ 13.5 dB at
1.9 dB at -28dB 1.96 GHz
1.96 GHz

Source: Northrop, R.B., Analysis and Application of Analog Electronic Circuits to Biomedical Instrumentation,
2nd edn., CRC Press, Boca Raton, FL.

Note: Type refers to whether the amplifier is an OA or an IA and whether it has a BJT or FET headstage. ¢, is
giveninnV RMS/ VHz measured at 1 kHz; i, ,is given either in picoamps (pA) or femtoamps (fA) RMS/ VHz
measured at 1 kHz. Low Freq. V, is the equivalent, peak-to-peak, short-circuit input noise measured over a
standard 0.1 Hz to 10 Hz bandwidth; R, is the input resistance; f;is the unity-gain bandwidth in MHz,
unless followed by (-3), in which case it is the high frequency -3 dB frequency; Ay, for OAs is their open-

loop, DC gain; the useful gain range is given for IAs. (Manufacturers: AD, Analog Devices; BB, Burr-
Brown; MAX, Maxim; PMI, Precision Monolithics; LT, Linear Technologies.)
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Low-noise, as used in this section, shall mean amplifiers with ¢, .s less than 10 nV RMS/ VHz.
It is always risky to attempt to list and categorize low-noise amplifiers in a text because of
(1) the danger of omitting one or more of the more obscure models and (2) by the time the
list is read, new, better low-noise amplifiers will have been put on the market. Facing these
risks, we do list in the following texts certain low-noise operational amplifiers and IAs that
may have application in the design of low-noise signal conditioning systems.

In specifying the noise performance of IC amplifiers, manufacturers typically give the
following information:

1. e,, measured in the flat portion of its spectrum.

2. The peak-to-peak or RMS output noise measured under short-circuited input con-
ditions, over a specified, LF portion (1/f region) of the e, ( f) spectrum.

3. The value of i,, measured in its flat region. For some amplifiers, the manufacturers
also give a plot of the spot noise figure contours vs. R, and f.

The noise performance of an IC amplifier is largely set by the designer’s choice of head-
stage transistors. Consequently, low-noise amplifiers may be broadly characterized by
whether they use low-noise BJTs or FETs in their input circuits. Those using FETs generally
have high input resistances (over 102 Q) and low i,,s (less than 1 fA RMS/yHz). Amplifiers
with BJT headstages typically have lower input resistances and higher i ,s but, in some
cases, exhibit e, s an order of magnitude lower than the e, ,s from JFET amplifiers. Table 3.2
in the following is a partial listing of the more widely used, low-noise, IC amplifiers; it is
subdivided into instrumentation amps (IA) and OAs.

3.10 Coherent Interference and Its Minimization

In this section, we consider the other common form of unwanted input that degrades the
resolution and accuracy of measurement systems, that is, periodic or coherent interference.
Coherent interference, unlike random noise, has narrowband PDS, often with harmonic
peaks at integral multiples of the fundamental frequency. A serious problem is created
when the coherent interference spectrum has power in the signal frequency band. In the
following sections, we will discuss common sources of coherent interference and various
means of minimizing its input to a measurement system. The techniques of minimizing
coherent interference often appear arcane to the inexperienced, but ultimately, all such
techniques follow the laws of physics and circuit theory.

3.10.1 Sources of Coherent Interference

There are, broadly speaking, four major sources of coherent interference: (1) powerline
frequency interference, often coupled to the measurement system by an electric field and/
or a magnetic field (obvious sources of powerline interference are unshielded power trans-
formers, poorly filtered AC-to-DC power supplies, and EM field pickup from unshielded,
HV 60 Hz powerlines); (2) radio-frequency electromagnetic interference (RFI) coupled
into the measurement system from local radio transmitters, poorly shielded comput-
ers, and other digital instruments having MHz clock frequencies (RFI may be picked up
through the AC powerline, by magnetic induction in internal wiring loops or by magnetic
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induction in the cables connecting sensors to signal conditioning systems); (3) of a more
transient nature is the periodic noise coupled into a measurement system from sparking
motor brushes, gasoline engine ignition systems, or HF powerline transients caused by
silicon-controlled rectifier (SCR) and TRIAC switching in motor speed controls and ovens;
although hardly periodic, the broadband EM pulses produced by lightning in thunder-
storms are often picked up by EMI-sensitive electronic signal conditioning systems); and
(@) in a hybrid electronic measurement system, coherent interference often may arise from
within the system. Such interference may be the result of poor grounding and/or shielding
practices allowing the digital portion of the system to falk to the low-level analog front end
of the system. Internal coherent interference may also arise through poor decoupling of a
common power source that supplies a low-level analog front end and an HF digital circuit.

3.10.1.1 Direct Electrostatic Coupling of Coherent Interference

To illustrate this phenomenon, we assume two conductors lie in close proximity. One con-
ductor is at a sinusoidal potential, v,(t) = V; sin(wt). There is a capacitance C,, between
the two conductors, and conductor 2, which picks up the interference from conductor 1,
has a resistance R, in parallel with a capacitance C, to ground, as shown in Figure 3.22A.

1

FIGURE 3.22
(A) Circuit modeling electrostatic coupling between two adjacent conductors. A sinusoidal voltage source is
assumed. (B) Lumped-parameter equivalent circuit of (A).
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The discrete component circuit describing this simple capacitive coupling situation can
be redrawn as a simple voltage divider, shown in Figure 3.22B. We may write a frequency
response function for the coherent interference induced on conductor 2:

JOC1R,
jo(Cia+Co) Ry +1

%j(ju»: (3.89)

By inspection, we see that this is a simple, high-pass transfer function. C,, is typically on
the order of single picofarads, C, may be in the tens of pF, and R, may vary widely, depend-
ing on the application. For a specific example, let C;, = 2.5 pF, C, = 27.5 pF, and R, = 50 Q.
The break frequency is found to be 6.67 x 108 r/s. Hence, at frequencies below the break
frequency,

Vz = jO)C12R2V1 . (384:)

From the equations earlier, we gather the following lesson: To minimize V,/V,, C;, and
R, should be made small. C;, is minimized by arranging the wiring geometry so that high-
level or output signal wires or printed circuit lines are far from sensitive, high-impedance,
low-level circuit wiring. Insulated wire crossings, if necessary, should be at right angles.
Also, sensitive wires should be shielded, if possible. Resistance R, to ground should be as
low as possible. Often, the sensor output resistance is several kilohms, so the best protec-
tion for the headstage is to shield it and the wire connecting it to the sensor. As you will
see in the following, what would appear to be a simple solution to the capacitive pickup of
coherent interference by coaxial shielding is not that simple; details of shield grounding
determine the effectiveness of the shield.

3.10.1.2 Direct Magnetic Induction of Coherent Interference

Figure 3.23A illustrates the basic mechanism whereby a time-varying magnetic field caused
by current in conductor 1 induces an EMF in a second conductor. To model this happening
with a lumped-parameter circuit, we assume that a mutual inductance, M, exists between
the two conductors and that the conductors can be modeled by a transformer, as shown in
Figure 3.23B. The EMF induced in wire 2 is simply

Thus, the current induced in loop 2 is given by Ohm’s law to be

L. . joM/(R+R;) (3.86)
I (jo) = [1+joL/(R.+Ry) |

And the voltage observed across R, is simply I, R,. L, is the very small self-inductance
of wire 2. The break frequency of the pole in Equation 3.86 is generally quite large, so for
most cases,

L =L[ joM/(Ry+R3)]. (3.87)
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FIGURE 3.23

(A) A circuit describing magnetic induction of coherent interference. The shield of the cable is not grounded
(B) Lumped-parameter equivalent circuit of (A).

In some cases of induced magnetic interference, a time-varying B field exists in space
in the vicinity of a loop of area A, as shown in Figure 3.24. The B field can arise from an
unshielded power transformer or, at HFs, can be the result of a strong, radio-frequency EM

field. By Faraday’s law, the EMF induced in the loop can be written as the integral of the
vector dot product:

p=-94 j B-ds. (3.88)
dt

L

0
A
Ry Ry
_L_

—

FIGURE 3.24

Circuit modeling the induction of a coherent interference current, I, in a conductive loop enclosing a current-
carrying conductor.
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For the case of a B field that varies sinusoidally in time and that intersects the plane of the
loop at an angle 6, we may write

E = joB Acos(6), (3.89)

and the interference current induced in the loop is simply

L= ]wBAco?(G). (3.90)
(Ry+R5)

(Here, we have neglected the inductance in the loop.) Clearly, steps taken to reduce B and
A will reduce the pickup of magnetic coherent interference.

3.70.1.3 Ground Loops

Whenever a ground conduction path is forced to carry a power supply return current
that has a significant HF component added to the DC, and this ground path is also used
in common for a low-level signal ground, it is possible for the AC power component of
ground current to develop a small voltage across the small but finite impedance of the
ground path. This situation is illustrated in Figure 3.25. There are, of course, causes other
than power supply currents that cannot make the ground potentials of two subsystems
be isopotential. The fact that two ground points are not at exactly zero potential means
that an unwanted ground-loop current can flow in a coaxial cable shield that is grounded
at each end to a different chassis or enclosure. The ground-loop current in the shield can
induce coherent interference on the center conductor. Figure 3.26 illustrates how a differ-
ence in ground potential can add a coherent noise voltage directly to the desired signal.
Here, we assume that Ry > Rg > Ry, Rey, Rgy. The coherent interference voltage from
Varoc) appears at the amplifier’s input as Vyy and may be shown to be equal to

RCZ RIN
Re+R Ry +Rs

| | |

VN = VGL(OC) (391)

Circuit Circuit Circuit
A B C

Iy + I+ 1 Iy +1Ic Ic

FIGURE 3.25
Circuit illustrating how ground current of one circuit can affect the ground potential of other circuits sharing
the ground line. This condition is called a ground loop.
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FIGURE 3.26
(A) Circuit showing how a ground-loop voltage, V¢, can affect the input to an amplifier. (B) Equivalent circuit
illustrating the two voltage dividers acting on the ground-loop voltage.

The numerical value of the product of the two voltage divider terms depends mostly on
the values of R, and Rgy; and is typically about 1/5. Thus, we see that an unwanted voltage,
0.2V 0c), appears in series with the desired signal, Vs, at the amplifier’s input as the result
of a ground loop and grounding the coax’s shield at both ends.

3.10.2 Cures for Coherent Interference

As described earlier, there are many sources of coherent interference; the means to reduce
a given type of interference depends on the physical mechanism(s) by which it is coupled
into the measurement system. Comprehensive treatments of the causes of, and means for,
reducing coherent interference may be found in the texts by Ott (1976) and Barnes (1987).

3.10.2.1 Powerline Low-Pass Filters

In many cases, the cure for coherent interference lies in preventing it from escaping from
a coherent noise source such as a computer or digital system, an electronic system with a
switching power supply, or a radio transmitter. Obviously, in the latter case, there must be
EM energy radiated from an antenna; however, great care must be taken in all the systems
mentioned earlier to keep the coherent interference from entering the power mains where
it can affect other line-powered instruments. Powerline filters are generally multistage, LC
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FIGURE 3.27
Schematic of a typical powerline LPF, designed to keep HF coherent interference on the powerline out of a
system and to prevent HF interference arising within the system from escaping on to the powerline.

LPFs that attenuate frequencies from about 10 kHz up to about 40 MHz. Maximum attenu-
ation at about 30 MHz ranges from —40 to —65 dB, depending on the number of LC stages
in the filter. A typical line filter’s schematic is shown in Figure 3.27. Powerline filters are
effective in keeping HF coherent noise from entering a system on the powerline, as well as
keeping noise generated internally from escaping from the system.

HF interference on powerlines can be described in two forms: CM and DM interference.
In CM interference, the unwanted voltage has the same value on both the black and white
wires with respect to ground (green wire). The CM interference voltage can be written as

Vig +Viw

Viiem) = 392
2
The DM interference voltage is given by
Vi -V
Viomy = % (3.93)

HF powerline filters are designed to attenuate both Vj,; and V;p,, Powerline filters must
be used in conjunction with a robust, grounded metal instrument case; the metal case of
the powerline filter must have a solid, multipoint electrical connection with the grounded
instrument case for best results.

One design trade-off in the application of powerline LPFs is that the capacitors used to
attenuate CM noise inject a current into the green wire powerline ground. Generally this
current must be kept less than 3.5 mA in nonmedical applications. Hence, the size of the
line-to-ground capacitors and thus the amount of CM interference attenuation are limited
by this ground current limit.

3.10.2.2 Transient Voltage Suppressors

Transient voltage suppressors are used to prevent HV, spikelike transients occurring on
the power mains input to an instrument system from causing physical damage to sys-
tem power supply components and system circuits or causing damage and anomalous
results in associated computer equipment. There are many sources of powerline spikes.
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Some spikes are periodic, occurring once or more every power frequency cycle. These
spikes are generally of a biphasic nature and their voltages may be as much as 30-50 V
above the instantaneous line voltage. They are typically several microseconds in dura-
tion and arise from SCR or TRIAC switching of inductive loads attached to the power-
line, such as in motor speed controls. Such SCR spikes generally pose no safety problem
but do constitute a major source of coherent interference if allowed to get into the signal
ground path or the power supply outputs. SCR spikes are of course attenuated by line
filters but in some cases may be large enough after filtering to pose a problem. Other
powerline spikes occur randomly as the result of lightning strikes on powerlines or from
infrequent switching of inductive loads attached to the powerline. Figure 3.28 illustrates
the statistical occurrence of singular spikes on 120 V, 60 Hz powerline in the United
States (Hey and Kram 1978). The large, singular, transient spikes are best reduced by the
use of nonlinear circuit elements such as varistors or Zener diodes. Varistors have SS
current-voltage curves given by the following relations:

I:GOFFV <V<V{,

(394a)
I=KV* V>V, (3.94b)
I= GONV I> Im. (394C)

Events/year
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FIGURE 3.28

Statistical frequency of occurrence of spike transients on the 120 V, 60 Hz mains vs. the spike peak voltage.
(Adapted from Fig. 1.7 in Hey, ].C. and Kram, W.P,, eds., Transient Voltage Suppressor Manual, 2nd edn., General
Electric Co., Auburn, NY, 1978.)
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A typical varistor volt-ampere curve is shown in Figure 3.29A. An equivalent, lumped-
parameter circuit for a General Electric (GE) MOV is shown in Figure 3.29B. Note that in a
linear (Ohm’s law) resistor, a = 1. In varistors, a can range from 2 to 30, depending on the
application and construction of the device. For efficient transient suppression, we gener-
ally want « to be as large as possible. Metal oxide varistors were originally developed by

I I
I I
— Lealfage ——————— Normal varistors operation ! Uptl_lm
Volts region | region
103 ]
800
400
I=K V& Slope=1/a
200 >/€
10?
80
(Typical V130LA20A MOV)
40
20
10
1078 10°° 1074 1072 10° 102 10* 10°
Current (A)
(A)
Rope Lead
(=10° Q) inductance (nH)
c \ R(V)
(=2 nF) 7 § (0—c0)
Ron
~3 Q)
(B)
FIGURE 3.29

(A) Volt-ampere (V-A) curve for a GE VI30LA20A metal oxide varistor (MOV) spike transient clipper. Device
is symmetrical; only first quadrant behavior is shown here. (B) Equivalent lumped-parameter circuit model for
the GE MOV device of (A).
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Matsushita Electric Co. and are sintered, polycrystalline semiconductor devices. GE man-
ufactures and sells a family of zinc oxide and metal oxide varistors (MOV™) under license
from Matsushita. The o« of GE MOVs ranges from 15 to 30 measured over several decades
of surge current. GE MOVs are designed to operate at AC voltages from 10 to 1000 V and
can handle current surges of up to 25 kA and energy capability of over 600 ] in the larger
units. Of primary consideration in the design of MOV transient suppression systems is
the ability of the MOV device to conduct the transient current that the source can supply
under conditions of overvoltage. MOVs are best used in applications where the current rise
times (from the powerline) are longer than 0.5 ps. (See Harnden et al. 1972))

General Semiconductor Industries, Inc., manufactures and sells the TransZorb™ tran-
sient voltage suppressor. This silicon pn junction device acts similar to the MOV with the
exception that its alpha is higher (35) and its response time is faster than MOV devices;
the manufacturer claims 60 ps vs. 1-50 ns for varistors. The TransZorb has a relatively flat
volt-ampere curve vs. varistors. See Figure 3.30. TransZorb AC operating voltages range
from 5 to 340 peak volts; 5 V devices clamp at 9.6 V; 340 V devices clamp at 548 V.

Figure 3.31 shows a schematic for an extremely simple six-outlet, power bar or line monitor
power conditioner typically used with personal computers and related equipment to protect
them from line spike transients. One MOV-type varistor is used to protect each pair of
line outlets. The power bar also has a switch, a neon pilot light, and an inexpensive circuit
breaker for 15 A. MOVs or TransZorb type devices are also used inside sensitive equip-
ment when the presence of a protective power bar cannot be guaranteed.

V¢ clamping voltage (V)
600

VISOLAL - 1y130LA10
MoV/ | oy

/ /
500 /
180 V suppressors /
400 7
300
1.5KE180C
TransZorb
_~

o 7

200
180

100 2 3
.001 .01 0.1 1.0 10 10 200 10

Ipp peak pulse current (A)

FIGURE 3.30
Comparison of the V-A curves of two GE MOVs and a TransZorb + pn junction transient suppressor made by
General Semiconductor Industries, Inc., New York, NY. (Courtesy of GSI Inc.)
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3.70.2.3 Coherent Interference Induced in Coaxial Cables by Magnetic Coupling

Shielded coaxial cables and twinaxial cables are widely used in instrumentation systems to
couple sensors to preamplifiers and signal conditioning subsystems together. Unfortunately,
coaxial cables can act as magnetic loop antennas under certain grounding conditions.
Referring to Figure 3.32A, we see that an AC I in an adjacent wire creates flux lines that
link the coaxial cable and its shield, creating a mutual inductance between conductor 1 and
the coaxial cable. Both ends of the shield are assumed to be grounded in this case. This sys-
tem can be represented by the lumped-parameter circuit in Figure 3.32B. The open-circuit
coherent interference voltage induced in the center conductor is simply written as

Vaoc) = joMip I = joMs; Is. (3.95)

Because of the symmetrical coaxial geometry, it may be argued (Ott 1976) that the mutual
inductance between the center conductor and the shield, My,, is simply the self-inductance of
the shield, Lg. Also, we assume that M;g = M,,. Now the current in the shield loop is given by

- joM;pl; _(jO)Mlz/Rs)Il

- - 396
) ]O)LS +Rs ](DLs/RS +1 ( )

L
—_—
A N—g="
\J
Ry/2 TIS Rg Ry/2
(A)
I
) 2
My _
7 +
I /
1 o / Vv, R,
e
+ /
{ MSZ 1
Vi \ S
N
\ +
= R, AN Vs Rg
= o
Mg ™~
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FIGURE 3.32

(A) A current-carrying conductor in proximity to a coaxial cable that has both ends of its shield grounded. This
architecture is shown to minimize induced interference in the center conductor and to prevent magnetic inter-
ference from the cable. (B) Lumped-parameter equivalent circuit of the coaxial cable and wire shown earlier.
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FIGURE 3.33

(A) A coaxial cable carrying AC I, on its center conductor. (B) Lumped-parameter equivalent circuit of the
coaxial cable, showing the current induced in the shield loop, Is. At distances greater than several cable
diameters from the cable, the magnetic fields from I, and I effectively sum to zero.

The shield cutoff frequency, Rs/2nLg, is generally on the order of 2 kHz for common
RG-58C coaxial cable and is lower for other types of coax. If we assume that the radian fre-
quency of the interference lies above the shield’s break frequency, we find that I~ I,. Thus,
from Equation 3.95, we see that V,c) = 0. The lesson here is that to prevent magnetically
induced coherent interference on a coaxially shielded line, both ends of the shield must be
securely grounded. As you will see in the following, grounding both ends of the coax’s
shield can, in some cases, cause interference from a ground loop.

Just as we seek to minimize pickup of magnetically induced coherent interference, it
is also important to prevent radiation of magnetic interference from a current-carrying
coaxial conductor. This situation is illustrated in Figure 3.33A and B. At frequencies above
the shield cutoff frequency, we have

joLs I (jOJLrs/Rs)Il

=\ -1, (397)
]())Ls +RS ]U)Ls/RS +1

Thus, the induced shield current is equal to the center conductor current and flows in the
opposite direction. Hence, outside the coax, the B fields from I and I, cancel vectorially,
and magnetic interference is not generated.

3.10.2.4 Single Grounding of Coax Shields to Prevent Ground-Loop Interference

In the circuit describing ground-loop interference, Figure 3.34A, we can easily show, using
Thévenin’s theorem, that the ground-loop EMF, V(;, produces a substantial interference
voltage at the amplifier’s input, given by

Re
Va=Va| ———| 3.98
a = Var |: Re+Res ] (3.98)
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FIGURE 3.34
(A) A DA is used to condition the voltage of a grounded source (Vs, Rg). (B) In this case, the DA conditions the
voltage from a floating source (Zs; ohms above ground). The effect of V(; is minimal.

We can easily examine the case where the input source is floating with respect to ground.
This case is illustrated in Figure 3.34B. Because there is a very low conductance pathway
between Vi oc) and Vs, there is very little interference from the ground-loop EMF. In this
case, the coherent interference voltage at the amplifier input is given by

, R
Vi =Va [Cz } (3.99)
ZSG

Here it is obvious that V> V/;, and we have assumed that Ry > Rq> (R, Rey, and Rp).
In this case, a DA or IA should be used to condition Vg, and a shielded, twisted-pair (twinax)
cable is used to minimize electrostatic and magnetically induced interference.

3.70.2.5 Use of a Longitudinal Choke or Neutralizing Transformer
to Attenuate Common-Mode Coherent Interference

Figure 3.35A illustrates the use of a toroidal ferrite magnetic core (or bead) to form a longi-
tudinal choke. A longitudinal choke is used to reduce coherent interference caused by HE,
CM interference picked up by wires connecting sensors to signal conditioning modules
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FIGURE 3.35
(A) A toroidal longitudinal choke between the source and the DA. (B) Equivalent circuit of the longitudinal
choke.

or connecting subsystems in an instrumentation system. The longitudinal choke may be
used with pairs of current-carrying wires, twisted pairs of wires, or coaxial cables. More
than one pair of wires or coaxial cable may be wound on the same core without the cir-
cuits cross talking. In the simplest form, the wires are passed though the center of a cylin-
drical ferrite core to form a one-turn longitudinal choke. This geometry is often seen on
accessory cables used with PCs. To examine the operation of the longitudinal choke, refer
to Figure 3.35B. First, we use superposition to find the signal voltage across Ry of the
signal conditioning amplifier. Setting V;; = 0, we write two loop equations. We assume
that L, =L,=M,, =M, = L:

Vs =Li[Rs + Rix + Rei + Rea + jo2L | + L[ Rea + joL] - jo2MI; — joMI,,  (3.100a)
0=L[Rez + joL | + L[ Rg + Rea + joL, ] - joMI,. (3.100b)

Canceling terms and using Cramer’s rule to solve the loop equations, we find

A = (Rs + RIN ) (RG + RCZ + ]O)Lz) (3101)
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And Vyy due to Vs is given by

h _ IIRIN _ RIN (RG + RCZ + ]Q)Lz) ~1. (3102)
VS VS (RS +RIN)(RG +Rcz +]U)L2)

Here, we have assumed as before that Ry > Rs > R, Re,, Re. Of great significance is
that the signal component at the amplifier input undergoes no HF attenuation due to the
longitudinal choke.

Next, we set Vs = 0 and consider the amplifier input caused by the ground-loop voltage, V.
Again, writing loop equations,

0=L[Ri +Rs + Rei + Rz + jo2L | + L[ Rea + jooLs ] - jo2MI, — joMI,,  (3.103a)

Voo =L[Rez + joLs | + L[ Rg +Rez + jolL,] - joMI,. (3.103b)

Canceling terms, we again solve for V = I, Ry using Cramer’s rule:

VIN (]0)) — RCZ 1 .
Ve Rey +Rg [1+]0)L2/(RG + Reo )]

(3.104)

From Equation 3.104, we see that the interference due to V, is attenuated and low-pass
filtered by the action of the longitudinal choke.

3.10.2.6 Experimental Verification of Cabling and Grounding
Schemes to Achieve Minimum Noise Pickup

Ott (1976) described the effectiveness of 12 different cabling schemes in minimizing the
pickup of a 50 kHz magnetic field. The unwanted coherent interference was measured across
a 1 MQ resistor. The shielded cables were wound helically (3 turns, 7 in. diameter) inside the
helical field-generating coil (10 turns of 20 ga. wire, 9 in. diameter, carrying 0.6 A at 50 kHz).
Ten volts peak to peak was impressed across the field-generating coil. From his tests, Ott
reported that 0 dB was 0.8 V. Figure 3.36 summarizes his results. We have arranged the
cables in the order of increasing magnetic (and electric) shielding effectiveness. Note that the
simple coaxial cable with ungrounded shield performed the poorest. The better performing
cables had circuits in which the 100 Q Thevenin source resistance was not tied to ground.
Although Ott’s evaluation was focused on evaluating the shielding from a magnetic field,
his system also produced an electric field. Caution should be used in overgeneralizing his
results. Many subtle factors contribute to the pickup of coherent interference, including cir-
cuit geometry, the frequency, and the spatial distributions of E and B fields.

Ott’s results show that the use of shielded twinax cables with single grounds on the
shield gave the best results (lowest pickup of coherent interference from a predominantly
magnetic source). He attributed the —80 dB attenuation shown by the simple coaxial cable
to be anomalous and due to the fact that this circuit had a smaller net loop area, A, than
the twinax cables. This anomalous result underscores what often appears to be the arcane
nature of coherent noise reduction techniques, which can appear to the inexperienced as
being arty. However, the laws of physics apply to coherent noise reduction practices, as
well as other branches of electrical engineering and instrumentation.
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FIGURE 3.36
Relative effectiveness of 12 different cabling circuits subject to a 50 kHz magnetic field.
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FIGURE 3.36 (continued)
Relative effectiveness of 12 different cabling circuits subject to a 50 kHz magnetic field. (Determined experi-
mentally by Ott, HW., Noise Reduction Techniques in Electronic Systems, John Wiley & Sons, New York, 1976.)

3.10.2.7 Circuit Grounding

Probably the single most important principle of reducing the pickup of coherent noise from
internal sources in an electronic system is good grounding practice. Appreciate that typi-
cal ground currents contain a large DC component on which rides a coherent (AC) com-
ponent that is the result of conditioning the desired signal or is from the HF switching of
digital (logic) circuits. At HFs, ground wires appear as series R-L circuits, whose impedance
increases with frequency. If a circuit card contains both digital circuitry and low-level analog
amplifiers, and has a single ground connection, it is almost a certainty that the analog sys-
tem will pick up the coherent interference from the digital circuits” ground current flowing
through the common ground impedance. Obviously, separate ground paths will help this
situation. Figure 3.37 illustrates a good grounding and electrostatic shielding architecture.
Note that there is a common tie point for all grounds at the power supply common terminal.
This terminal may or may not be tied to the metal instrument case that is always tied to the
green wire (powerline earth ground). It is important to note that separate grounds are used
for low-level analog, high-level analog, digital, and inductive (arcing) circuits such as motors,
solenoids, and relays. The ground wire itself should be of heavy gauge; if the + and —15 V DC
supplies to a circuit card use #18 wire, then the ground should be #14 stranded wire.

3.10.2.8 Ferrite Beads and Feedthrough Capacitors

An effective way of attenuating unwanted coherent interference on signal and powerlines
at frequencies above 1 MHz is through the use of one or more (seldom more than three)
ferrimagnetic beads strung on the wire carrying the offending interference. Ferrite beads
act as small chokes, making the wire upon which they are strung appear to be a series R-L
circuit. Because of their internal losses, some ferrite beads cause their wire to have a nearly
constant (resistive) impedance of about 30-75 Q from <1 to 100 MHz. Other beads are made
to appear more inductive, and their Z increases linearly with frequency, going from 20 Q
at 5 MHz to 110 Q at 100 MHz (Ott, Ch. 5 1976). The type 64 material bead made by Amidon
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FIGURE 3.37
Good grounding and shielding practices in an electronic system.

Associates, N. Hollywood, CA, is designed to operate above 200 MHz. Ferrite beads make
effective, well-damped, second-order LPFs when combined with appropriate bypass capac-
itors to ground. One widely used bypass capacitor is the feedthrough capacitor, used to
decouple RF noisy sources from the power supplies. Typical feedthrough capacitors have
cylindrical, threaded metal bodies that are mounted in the metal case or shield wall, and
terminals at both ends to permit the DC to pass through. Capacitance from the center
through conductor to the case can range from 0.5 to 5 nF, depending on the application.

In some cases, the use of ferrite beads will produce more harm than good; misuse of
beads can cause unwanted, HF resonances and oscillations. Properly applied, ferrite beads
and feedthrough capacitors can provide a simple and low-cost means of reducing coherent
interference and parasitic oscillations.

3.10.2.9 Interruption of Ground Loops by the Use of Isolation
Transformers and Photooptic Couplers

Isolation transformers are a simple, add-on means that can often improve measurement
system SNR when used between analog signal conditioning subsystems. A typical isola-
tion transformer used with 50 & coaxial cables has terminating and source impedances of
50 Q and a frequency response of 25 Hz-20 MHz. There can be several thousand megohms
impedance between the primary and secondary coax shields; hence, the CM EMF has little
effect (see Equation 3.99) on the signal.
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3.70.2.10 Photooptic Couplers

Photooptic couplers are nonlinear IC devices, primarily used in digital interfaces where it
is desired to have complete ground and signal isolation between digital circuits. A typical
optocoupler consists of an LED on a chip in optical but not electrically conductive intimacy
with an output circuit that consists of a phototransistor or photodiode that is caused to
conduct when illuminated by the input LED. The primary use of photooptic couplers is for
isolated, high-speed, serial digital data transmission. A simple TTL logic circuit coupled
with a photooptic coupler is shown in Figure 3.38A.

+5¢
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™ 2.2k
LED PD Q
O v+ 0 Dc :
Qv DO [ ]
] Photooptic
coupler
@) '
10k 1
4.7k 4.7k
Vin
HCPL-2530
—
Iry PD1
ICCIL <> 4.7k oA
(3mA DC) PD2
N
-15 =
L
V()ut
Icczl <> 3.9k
(3 mA DC) o
(B)
FIGURE 3.38

(A) A photooptic coupler is used to galvanically isolate a TTL digital signal line. (B) Use of a dual optocoupler
in a feedback circuit to realize isolated, linear, analog signal transmission.
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Photooptic couplers can be modified to give optically isolated, analog signal transmis-
sion by DC biasing the photodiode and phototransistor to operate in the middle of their
dynamic regions and using negative feedback to reduce nonlinearity. Such linear photo-
optic coupler circuits can have SS bandwidths from DC to over 1 MHz. A feedback ana-
log photooptic coupler circuit, adapted from a circuit in the HP/Agilent Optoelectronics
Designer’s Catalog (1996), is shown in Figure 3.38B. In this circuit, an Avago Technologies
HCPL-2530 dual optocoupler is used. Feedback forces the AC signal current through D2
to track the input signal current in D1, effectively canceling out much of the nonlinearity
inherent in the photodiodes and phototransistors.

3.70.2.11 Use of Guarding and Shielding to Reduce
Common-Mode Coherent Interference

When extremely low-level signals are being measured, or when very high CM coherent
noise is present, as in the case of certain biomedical applications, strain gauge bridge appli-
cations, or thermocouple measurements, the use of a guard shield can effectively reduce the
amplifier’s input capacitance to ground, hence coherent interference. Figure 3.39 illustrates
a conventional differential instrumentation amplifier (DIA) connected to a Thevenin source
(Vs Ry), by a shielded, twinaxial cable. The cable shield is tied to the source ground and not
the power supply ground. A large, coherent, CMV, V(;, exists between the power ground
and the source ground. If no currents flow in the twisted-pair wires, then V; appears as
the CMV at the amplifier’s input and is rejected by the amplifier's CMRR; there is no DM
component of V. However, the input capacitances of the DIA allow input currents to flow.
Note that there is a capacitance C,5 between the HI side of the source and the cable shield
and conductor 2. Because of asymmetry in the circuit, a DM component of V(; appears
across the amplifier’s input. This DM interference component may be calculated: by inspec-
tion of the circuit of Figure 3.39, V_ = V. V, is given by the reactive voltage divider:

1 /j(DClG j(OclsRs +1
V.=V, - - =VgL - . 3.105
T /joCic +1/(joCis +Gs)] ot jo(Cis +Cig)+1 ( )
Shield —
; T~ Cyq
R V.,
AN ol
Cis Twisted _ Vo
1;: pair Rpy=ce 1A >
Rey V_
NN / -
\0/ Ve =
VaL T~
D

FIGURE 3.39
AnIA connected to a Thevenin source by twinax shielded cable.
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The phasor differential interference voltage at the DA’s input is simply

Vi = u (3.106)

2

Substituting from the relations earlier, we find
Vd = _VGL(jmchRS) for 0K, = |:12(C1+C)] r/s (3107&)

s(Cic+Cis
Va Cic

== |—"— foro>w,. 3.107b
( 2 )Clc +Cis ot @ ( )

For a numerical example, let Rg =1k, C,5 =20 pE, Ci5 =280 pF, and o = 377 (60 Hz ground-
loop voltage).

Assume Ry = 00 and Rq; = Re, = R = 0. f,,is found to be 531 kHz, and from Equation
3.107a, the magnitude of the DM interference component is

V4 = Ve (3.77x107°). (3.108)

This DM interference can seriously degrade output SNR when Vj is in the single microvolt
range and V{; is in the hundreds of millivolts. To reduce the interference V;,, we take steps
to reduce the input capacitances to ground. This can be accomplished by using an IsoA (see
Section 2.4.2) in conjunction with a guard shield and external shield, as shown in Figure 3.40.
Here, the guard shield is tied to the amplifier’s ground and is made to float with respect to
true ground as a consequence of the IsoA’s RF power supply. The current in the ground loop,
and hence the magnitude of the DM interference voltage, is reduced at least 20-fold because
the capacitance from either amplifier input to true ground (C,¢, C,s) is now reduced by the
external shield and is on the order of 1 pF. The same voltage divider is used to calculate V.
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Shlel(7 Y
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[ N\ K A\ iy,
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+ CIG__
Vs Twisted T v,
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Rey V_;=
== ng
oo °
?
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FIGURE 3.40
AnIsoA is used with a guard shield and a ground shield to reduce ground-loop interference.
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FIGURE 3.41
Equivalent input circuit of a voltmeter with guard and ground terminals. V,; is the ground-loop voltage and
Vy is another CM noise source.

Figure 3.41 illustrates a guarded meter’s input circuit. Note that the following analysis of
the guarded meter circuit is also valid for a DA circuit in which the common-mode point
(CP) is taken to the guard terminal and to the ground through impedances Z, and Z,, as
shown in Figure 3.41. In this circuit, 4 m terminals are of interest: HI, LOW, GUARD, and
GROUND. Here, as in the preceding analysis, an unwanted, coherent, CM, ground-loop
voltage, V, is present between true ground and the remote source ground, as well as
some other, undesired, CMV associated with the source, V.

Five ways of connecting the guard of the guarded meter will be considered. The analysis
of each case is simplified by calculating the input voltage at the meter (V5 — V| ) as a func-
tion of circuit parameters. In the first case, we will leave the guard terminal open-circuited.
We assume that the input resistances of the meter or DA, R,, are very large—at least 108 Q.
The resistances of the twisted pair wires, R¢; = Re, = R, are about 0.1 Q. The source resis-
tance is 1000 Q, and Z, and Z, are typically capacitive reactances of about 10° Q. As can be
seen from Figure 3.42, the differential input voltage to the meter, V, can be considered to
be the unbalance voltage of a Wheatstone bridge whose four arms are R, (Rs + R¢), R;, and R;.
The voltage across the bridge, V5, is given approximately by

Ri/2

VB=(VGLJFVN)R»/erzlJrz2

= (VoL +Wn). (3.109)

Again, taking into account the sizes of the resistors in the circuit, it is easy to show that V;
is given by

i

Va=(Var + W )(‘RRS} (Vor + W ) (-107). (3.110)



176 Introduction to Instrumentation and Measurements

©
+
RS+RC1
HI
+ + Vs
. LO _
AAAY )
R;
+
- Guard
(NC)
Z,

FIGURE 3.42
Equivalent input circuit of the voltmeter when the guard is not used. Vs = 0. Note the bridge architecture.

In the second case, we assume that the guard is incorrectly connected to the source’s ground.
This connection effectively shorts out V(;; however, Vy still produces a DM interference
voltage at the meter input. The equivalent circuit for this case is shown in Figure 3.43.
Again, a bridge circuit is formed with an unbalance voltage, V,, of

Vg = Va(=107). (3.111)
Rey HI
NN
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FIGURE 3.43
Equivalent input circuit of the voltmeter when the guard is incorrectly connected to the source ground.
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FIGURE 3.44
Equivalent input circuit of the voltmeter when the guard is again incorrectly connected to the LO (-) input
terminal.

In the third case, shown in Figure 3.44, the guard is incorrectly connected to the meter’s
LOW terminal.
Here, it is easy to see that

Vi =(V<;L+VN)[Z1_+ZR2 ]:(VGL+VN)[1;CJ:(VGL+VN)(1O‘6). (3.112)
2 C 2

Figure 3.45 illustrates the fourth case where the guard is incorrectly connected to the meter
ground, shorting out Z,. The differential interference voltage is found from the bridge
circuit to be approximately

Vo= (Vo +VN)(‘RRSJ= (Vo +V)(-107). (3.113)
In the fifth example, the guard terminal is correctly connected to the source low (i.e, the node

between R, Rg, and V). This situation is shown in Figure 3.46. Clearly in this case, V=V, =0,
and there is no DM component at the meter input from the coherent noise voltages.

3.10.3 Summary of Techniques for Coherent Noise Reduction

The practice of the art and science of coherent noise reduction should begin with the elimina-
tion of local noise sources. Obviously, these are noise sources that have been identified and
that we have authority over. These sources might include digital and computer equipment
operating in the same immediate environment or interference caused by sparking motor
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FIGURE 3.45
Equivalent input circuit of the voltmeter when the guard is incorrectly connected to the meter ground.
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FIGURE 3.46
Equivalent input circuit of the voltmeter when the guard is correctly connected to the source low. There is no DM
input component to the meter from Vy and V.
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commutators. The offending noise sources must be enclosed in appropriate, grounded,
electrostatic shields. Their power leads must be low-pass filtered or bypassed as they leave
the shield; the use of ferrite beads and feedthrough capacitors may be indicated. In addition,
power leads should be twisted so there is minimum magnetic field created.

Inductive spikes induced on powerlines can be minimized by using varistors or diodes
across switched relay and solenoid coils. Both ends of coaxial cables carrying RF should be
grounded to minimize the radiation of magnetic field interference. As we have seen earlier,
there are many means of reducing the pickup of coherent interference in low-level analog
signal conditioning systems. Lead dress is important; separate low-level leads from wires
carrying high currents and voltages. Low-level leads should be twisted and routed near
the grounded case. If twinaxial (twisted and shielded) cable is used, it should be grounded
at one end only and insulated. Alternate grounds and signal leads on ribbon cables and in
connectors. High-impedance, low-level leads should be kept as short as possible; this is
especially true in wiring OAs. The summing junction should never have an exposed lead
of more than 1/2 in. connecting components to it.

Often, the pickup of coherent interference can be traced to the magnetic component of
an LF EM field. Such pickup may occur in spite of rigorous electrostatic shielding practice.
In this case, a mu metal or other lossy, nonsaturating magnetic shield may be effective, as
will be reducing the area and changing the spatial orientation of the pickup loop.

We have seen earlier that ground loops can be a serious source of interference in
instrumentation systems. The effect of ground-loop EMFs often can be minimized by
the use of photooptical couplers (for digital circuits), isolation transformers (for signals
in the 20 Hz-200 kHz range), longitudinal chokes (to attenuate HF CM interference), dif-
ferential IsoAs, and guarded inputs. Good grounding practice can significantly reduce
ground loops. We have seen that a single ground point is the best practice (except for RF
circuits). Individual, insulated grounds from subsystems should be brought separately
to the common ground point.

Just as separate grounds are important for interference reduction, so is the use of decou-
pled, low-impedance, DC power supplies with proper power ratings. Dedicated, low-noise,
analog power supplies for signal conditioning system headstages can help reduce hum
and the cross coupling of interference from other stages.

3.11 Chapter Summary

In this chapter, we have presented a heuristic yet mathematically sound treatment of ran-
dom noise in signal conditioning systems based on the one-sided PDS. Sources of random
noise in active and passive circuits were considered: thermal (Johnson) noise in resistors,
shot noise in BJTs, and noise in FETs. The dependence of transistor noise performance
on DC operating point was stressed. The standard, two-generator noise source model for
amplifiers was introduced, as well as the concepts of noise factor, noise figure, and output
SNR as figures of merit with respect to noise.

The propagation of Gaussian noise through linear filters was introduced, and the con-
cept of a filter’s gain? x bandwidth was applied to finding the MS noise output of signal
conditioning systems, given white input noise. We showed how a low-noise transformer
can be used to increase output SNR when a signal source with a low source resistance
drives the input of a noisy amplifier.
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Five, practical, numerical examples of noise calculations in measurement system design
are given. Home problems for this chapter also stress calculation of threshold input signal
levels to get a specified output SNRs.

We presented in tabular form a list of commonly used, low-noise, IC amplifiers. Here, we
noted that the lowest system ¢,, values are generally found in amplifiers having BJT input
stages, hence relatively low input resistances and high bias currents, thus large i, values.
FET input amplifiers have slightly higher ¢, values but offer much higher input resistances
and lower DC bias currents, hence lower i, values than do B]Ts. The wise designer of low-
noise signal conditioning equipment thus must make compromises between e,,, i,,, input
impedance, bandwidth, and other performance factors when choosing an IC amplifier for
headstage use.

In Section 3.10, we considered coherent interference, its sources, and some of the
many ways to minimize its effect in instrumentation systems. Coherent interference
can appear at the output of a signal conditioning system as the result of electrostatic or
magnetic coupling to input leads. We also show that it can enter an amplifier through
the power supply or through improper grounding. We discuss some of the more com-
mon means of mitigating coherent interference and analyze equivalent circuits relevant
to those means.

.|
Problems

3.1 A. Find the numerical value for the RMS noise voltage in a 100 Hz-20 kHz noise
bandwidth made by a 1 MQ resistor at 300 K. Use 4kT = 1.656 x 102 at 300 K.
B. The same resistor is shunted by a 23 pF capacitor to ground. Find an expression
for Syo(f), the one-sided noise PDS across the RC circuit.
C. Find the RMS noise voltage across the parallel RC circuit over 0 < f < co. Note that

oo

J’ adx 7
a+xr 2

0

3.2 A low-level sinusoidal signal, v(f) = Vs sin(2xf.t), is conditioned by a noisy amplifier
with a gain of K, = 10%. The amplifier is followed by a noiseless LPF. The amplifier has
an equivalent, white short-circuit input voltage noise root PDS of e,, = 14 nV/yHz. The
1.5 kQ source resistor also makes thermal white noise at 300 K. £, = 100 Hz, t = 0.01 s,
Vs =10 pV pk. See Figure P3.2.

A. Find an expression for the RMS sinusoidal output signal and the V, node. Evaluate
numerically. You should consider the LPF gain at f,.

B. Find an expression for the total RMS output noise voltage, v
the gain? x BW tables.

C. Find the filter time constant, 7, that will maximize the output RMS SNR.
Calculate this maximum SNR.

3.3 A Wheatstone bridge is given sinusoidal excitation: vy = 7.071 sin(2x 400t). The bridge

resistors are R = 330 Q at 300 K. An ideal DA with a diff. gain K, = 10° is used to con-
dition the bridge output. The DA has a white e,, = 15 nV/yHz. Following the DA is

at the V_node. Use

on/
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3.5

3.6

an ideal, noiseless, BPF with unity gain in the passband centered at 400 Hz and zero
gain elsewhere. The passband has width B = 10 Hz.

Find the AR that will give an RMS sinusoidal output voltage at the V, node equal
to the RMS noise at V.
Neglect AR in calculating the output noise. See Figure P3.3.

A noise source has a one-sided PDS given by

_ 4x10°°

W mSV/HZ

Sn(f)

A. Find the value of the equivalent white noise, root PDS that approximates the LF
portion of S (f) mentioned earlier.
B. Find the total RMS noise voltage in S,(f).

The short-circuit input noise PDS of a certain JFET is given by ep, (f)=(4kT/gm)
(1+ fo/f) msV/Hz, where T = 27°C, g,, = 0.003 S, and f. = 15 Hz. Calculate the RMS
noise voltage in ep, ( f) for 0.1 < f < 100 Hz.

The resistor in a parallel R-L-C circuit makes thermal white noise.

A. Find an expression for the one-sided, voltage noise PDS at the v, node.

B. Find an expression for the total RMS noise voltage at the v, node over 0 < f < 0.
Use the table of gain? x BW integrals.

IBPF
VO
> B —
{
- >
f.=400 Hz

FIGURE P3.3
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3.7 The system of Figure P3.7 is used to condition a small 100 Hz sinusoidal voltage
accompanied by white noise before it is detected by a PSR/LPF. Assume the trans-
former is ideal and has a 1:n turns ratio. Assume the quadratic BPF is noiseless
and is tuned to 100 Hz. A white environmental noise, ey, is recorded with v (t) =
Vg sin(2x 100¢).

3.8

A.

B.

T O

Give the Thevenin equivalent circuit the amplifier sees looking toward v, R,.
Write an expression for the one-sided white noise PDS at the V' node, S/,,. Note
that there are four noise sources in the system. The IA has a gain of K, = 10°.

C. Write an expression for the mean-squared signal voltage at the V, node, v%.
D.

Write an expression for the mean-squared noise voltage at the V, node. Note that the
gain? x BW of the quadratic BPF is K3 [ws / ZQ].

Write an expression for the MS SNR at the V, node, SNR,. Put all #? terms in the
denominator.

Derive an expression for the turns ratio, n,, that will maximize SNR,. Note that
minimizing the denominator of SNR, maximizes SNR,.

Give an expression for the maximum SNR,.

Lete,, = 10nV RMS/VHz, i,, = 1 pA RMS/YHz, R, =52 Q at 300 K, K, = 10%, Ky = 10,
Q =10, o, = 21100 1/s, ey = 1 nV RMS/\Hz, 4kT = 1.656 x 10-2°. All noise sources
are white. Calculate 7, to give maxSNR,. Also calculate the peak V; to give a max-
SNR, = 1.0 at the V_ node.

In the circuit of Figure P3.8, in order to maximize the SNR, at V, a sinusoidal source
with a low R, is connected to the OA through an ideal transformer. The transformer’s
turns ratio, n, is adjusted to maximize the SNR. The OA is noisy but otherwise ideal.
Its e,, = 10 nV/VHz, i,, = 1 pA/{Hz, both white. R, = 1 kQ, R; = 99 kQ, Rg = 50 Q.
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3.9

3.10

Assume all three resistors are at 300 K and make thermal white noise. The signal is

vy(t) = Vg sin(2xft). -

A. Find an expression for the MS output signal voltage, v3,.

B. Find an expression for the MS output noise voltage, v5,. Assume a known
noise bandwidth, B Hz, and include the five white noise sources.

C. Derive an expression for the transformer turns ratio, n,, that will maximize the
output SNR.

D. Find numerical values for 1, and the output maxSNR,.

A silicon PIN photodiode is used in the biased mode, as shown in Figure P3.9. An

AD549 EOA is used. It has e, = 35 nV/YHz (white), i, = 0.16 fA/\Hz (white), Vs =0,

Iz =35fA DC (inward), R;, = 0. The photodiode (PD) has I, = 0.1 nA, its dark current

at 15 V reverse bias is Ipg = I + L., = 4 nA, and its photocurrent sensitivity at 850 nm

is [ngh/hc] = 0.342 A/W. Assume: The PD makes only white shot noise with PDS:

i% = 2q(Ipk +Ip) msA/Hz. The Hz noise bandwidth is B = 1 Hz, 4kT = 1.656 x 10-%,

g =1.602 x 10 Cb, Ry = 10° Q makes white thermal noise, and the reverse-biased PD

presents an infinite dynamic resistance to the summing junction.

A. Find the DC V, in the dark, V.

B. Assume an 850 nm input light power of P, watts. Derive an algebraic expression
for the MS SNR_,, of the amplifier.

C. Calculate the P, value to produce a DC AV, equal to the RMS noise voltage output
in the dark, where

Vo =Vp +AV,.

Refer to Figure P3.10. When the SNR_,, maximization transformer is truly ideal, we
have shown that the optimum turns ratio is given by n, = e,,/(i,, R,). In this prob-
lem, we consider finite winding resistances of the transformer, which is otherwise
ideal. The primary resistance is n,, = 10 ©; the secondary resistance is 10 x n Q. Other
parameters are R, = 100 Q, e,, = 10 nV/yHz, i,, = 1 pA/VHz, K, = 10%, and B = 10* Hz.
A. Draw the Thevenin equivalent circuit seen by the amplifier looking into nodes
Cand D.
B. Write an algebraic expression for the amplifier’s MS SNR ;..
C. Putall the n terms in the SNR_, expression’s denominator, D(n1). Note that D(1) has
a minimum at some 7, giving SNR_,(11,) a maximum. Set dD(n)/dn = 0 and solve
numerically for the positive real root, . (Note that dD/dn = 0 gives a fourth-order

algebraic equation in 7. Its roots can be found using the MATLAB® roots utility.)
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FIGURE P3.10

311

3.12

3.13

Gaussian white noise is added to a sine wave of frequency ,. The sum, x(t), is passed
through a linear filter described by the ODE: v, = av, + Kx(t), x(t) = n(t) + Vs sin(e,t).
A. Find an expression for the SS output MS SNR.

B. Find the value of a that will maximize the output MS SNR.

C. Give an expression for the maximized output MS SNR.

In an attempt to increase the MS SNR at the output of a signal conditioning system,
the circuit architecture of Figure P3.12 is proposed. N low-noise preamplifiers, each
with voltage gain K, and the same short-circuit input voltage noise, e,, RMS V/{Hz,
are connected as shown. The IOA and its gain-determining resistors can be consid-
ered to be noiseless. R, at temperature T K makes Johnson noise. Note: e,,,(f) # e,,(t),
etc,and e, =¢,,= ... = €, = €,, RMS V/\Hz.

A. Find an expression for the MS output SNR.

B. Now assume the resistors R also make Johnson noise. Repeat A.

Refer to Figure P3.13. The current output of a PIN photodiode operating in the zero
voltage mode is conditioned by an OP37 OA. The input signal is a sinusoidally modu-
lated light power at 640 nm, P,(f) = 0.5P, [1 + sin(w,f)]. Assume: The PD’s [, = 0.1 nA,
Vi =0.0259 V, I, = [ng/(h)]P, the PD makes white thermal and shot noise currents of
(4kTg, + 29 I,,) msA/Hz, the OA has e,, = 3nV/\yHz, i,, = 0.4 pA/yHz, and R makes

RatT €nal Al
s

K

Vy €nan A, VY

€na3 A3 R *

€naN AN

FIGURE P3.12



Noise and Coherent Interference in Measurements 185

RpatT
NV

ena

O V
% Z% @ ina ) oA >t——»

FIGURE P3.13

thermal noise. 4kT = 1.656 x 1072°, R = 10* Q, and the noise bandwidth is B =1 kHz
around f, = 0,/27 = 10 kHz.

A. Write an expression for the MS output SNR.

B. Find a numerical value for P, that will give unity SNR,,;.

C. What P, will saturate V, at 12.5 V?
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DC Null Methods of Measurement

4.1 Introduction

Classical electrical I&M systems (developed in the late nineteenth and twentieth centuries)
often made use of null measurement systems. One reason for this was that the DC and AC
analog meters available in this era lacked accuracy. Null-based measurements were seen
to not rely on meter accuracy, only meter sensitivity, which was available.

DC null techniques are used with Wheatstone bridges, Kelvin bridges, and potentiometers to
obtain increased measurement accuracy on DC voltages, currents, and resistances, based on
the fact that the human observer can estimate the occurrence of a DC voltage or current null
on a null meter with greater precision than he or she can directly read an analog meter scale
in millivolts or microamperes. The accuracy of a DC null measurement system is derived from
the known, calibrated accuracy of the resistors making up the bridges or potentiometer and
has little dependence on the analog null meter. The human eye is quite sensitive in detecting
the minute, transient deflections of an analog null meter’s pointer under nonnull conditions.

Wheatstone bridges are traditionally used to make precise, accurate resistance measure-
ments (generally in the range of 1-10° Q) or to measure some physical quantity, such as tem-
perature, light intensity, or strain, which causes a known change in resistance. Figure 4.1
illustrates the complete circuit of a DC Wheatstone bridge.

In earlier days, the bridge null at balance was sensed by a sensitive galvanometer, an elec-
tromechanical, current-measuring transducer in which the bridge’s DC unbalance current
is passed through a coil that is delicately suspended in a strong permanent magnetic field.
The magnetic flux caused by the small coil current interacts with the permanent magnet’s
flux and causes a deflection torque on the coil proportional to the current. The magnetic
torque acts on the suspension’s torsion spring and produces an angular deflection, which
was traditionally optically sensed by reflecting a collimated light beam off a small mirror
attached to the galvanometer’s coil, creating an optical lever that greatly amplifies the mir-
ror (and coil) rotation. Needless to say, although sensitive, a mirror galvanometer is not a
mechanically robust instrument and consequently is hardly ever used in modern DC null
measurement systems. Present day, DC null-sensing devices make use of electronic ampli-
fication and display devices; the amplifiers generally have differential, high-impedance
(>102 Q) input stages, so the bridge unbalance is sensed as an open-circuit DC voltage.

Kelvin bridges are null devices used to measure low values of resistance between 10 pQ
and 10 Q. The null condition for the Kelvin bridge is described in the following.

Potentiometers, described in more detail in the following, are used to make very precise
DC voltage measurements in the range of 1 V or higher. They are basically accurate voltage
dividers that allow differential comparison of their known, calibrated DC output voltage
with an unknown DC EME. A simplified potentiometer circuit is shown in Figure 4.2.

187
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FIGURE 4.1
A basic Wheatstone bridge with DC excitation. The null is detected with a sensitive, center-scale, electronic DC
voltmeter that draws negligible current.
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FIGURE 4.2
A basic DC potentiometer circuit. The null is sensed with an electronic null voltmeter. Vy is the unknown volt-
age to be measured; V,y is the open-circuit voltage of the working battery of the potentiometer.

Traditionally, potentiometers were calibrated with the saturated Weston cell, a precision
electrochemical battery of known open-circuit voltage or EMF at a given temperature. The
same null detection means is used to compare the calibrated potentiometer’s open-circuit
voltage output with the unknown EMF as is used with Wheatstone and Kelvin bridges.
Modern potentiometers use series Josephson junction voltages as a reference EMF.
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4.2 Wheatstone Bridge Analysis

If we assume that the null detector in Figure 4.1 is a high input impedance voltmeter, then
in the null condition, V, = 0 = V, — V.. The open-circuit voltages at the corners of the bridge
are given by the voltage divider relations:

v, VBN @)

M+N

VX
V, = . 4.2
2T P+X “2

Hence, at null, we have
X N XM - NP

vV, =V, - = =0. 43
B|:P+X M+N:| P (P+X)(M+N) 9

Because at null, V, = 0, we have the well-known relation for the unknown resistor, X, in
terms of bridge arm resistances:

x= NP 4.4)
M
The LE in determining resistance X at null may be found through application of the LE

relation from Chapter 1 to Equation 4.4. In this case, we have

ax
oM

X AP
op

AX = AM |+ +

oN

X @.5)

Algebraic substitution yields the simple relationship

AX _AM AP AN (4.6)
X M P N

Thus, for example, if the resistors M, P, and N are known to 100 ppm (0.01%), then the LE in
Xis AX/X = 0.03%. Note that the LE is a worst-case error. In practice, the quantities of the
form AQ/Q may sum with either sign, reducing the actual AX/X.

The null detector resolution can also affect the LE in measuring X. Every null detector
has a dead zone of +AV, below which it is impossible to tell whether V, is nonzero or not.
This dead zone is caused by noise and/or the inability of a human operator to tell whether
the physical indicator of the null, such as an analog meter pointer, has moved. To see how
the dead zone, AV,, affects the LE in X, we examine the Taylor’s series for the Wheatstone
bridge output relation:

Vs
AVO = (a)( )AXMIN . (47)
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M+ N
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FIGURE 4.3
Output (unbalance) voltage of a Wheatstone bridge as a function of the unknown arm resistance, X.

For the maximum bridge sensitivity case,

(BVO ) VP Vs

=VoSy=—2> 5= 4.8
X |T VT (x+py T ax “8)

Equation 4.8 for dV,/0X is substituted into Equation 4.7 and we solve for AX,;/X:

2
AXyin _ AV, (P+X) N AV, i 4.9
X Vs PX Vs

Equation 4.9 for AX, /X can be added to Equation 4.6 for the LE in X. Generally, this term
is numerically much smaller than the AR/R terms in Equation 4.6, demonstrating that the
null detector is generally the smallest source of error in measuring resistances by a DC
Wheatstone bridge.

Often, we are not interested in measuring X, per se, but rather wish to examine V, for
small changes in X around the value that satisfies Equation 4.4. For this case, we plot
Equation 4.3 in Figure 4.3. We define a voltage sensitivity for the bridge in Equation 4.5:

S =a(vo/vb): P
VTaX (X +P)?"

4.10)

Clearly, Sy is maximum when P = X. This leads to the conclusion that the maximum sensi-
tivity Wheatstone bridge is one where P = X = M = N. Syax = 1/4X in this case.

4.3 Kelvin Bridge

The Kelvin bridge is a specialized circuit used to measure very low resistances, such as
ammeter shunts and motor armatures. The basic circuit for a Kelvin bridge is shown in
Figure 4.4. Note that this bridge differs from a Wheatstone bridge by having four resistors
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I ab -
Null /é/l:

R, § detector

FIGURE 4.4
Circuit and currents in a Kelvin bridge used to measure very low resistances, Ry.

in the right-half circuit. To derive the conditions for null, we note that at null, V, = Ve
V| can be written by the voltage divider expression

Vi = R‘ﬁRl; , @.11)
and
Vy = Vo + Vin = LRy + IR, 412)
where
L =&+1§:y+Ry @13)
and
MR AR AR (R, +‘I/{Sb)/(Ra+Rb+Ry)' ¢19
Thus, at null,
R‘:s-l-R;QZ “| Ry + R +R, (R, +‘1/§b) /(Ry+Ry +Ry) ][R " Rﬁilg] @15)
Now, it turns out that if we let
R _Ri_ (4.16)
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and substitute o in Equation 4.15, terms cancel, and we arrive at the Kelvin bridge null
condition

Ry _ RsR,

R, =
o R,

4.17)

Generally, the resistances in the Kelvin bridge are relatively small, so the battery or DC
working voltage source, Vs, must be able to source considerable current. A practical version
of a Kelvin bridge is shown in Figure 4.5. Note that the low resistance R; is set by a tap
switch and 0.001 Q resistors, with interpolation resistance, AR;, being given by a sliding
contact on a manganin bar resistor; the AR; resistance is proportional to the tap position
along the bar.
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R=0.001Q Vs

=

0.009
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R, X R,
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detector
R 0Q
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¢ NV > NN m
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A N
e N N
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n
0.0011 ©Q Manganin bar w/sliding contact
FIGURE 4.5

Practical circuit of a Kelvin bridge.



DC Null Methods of Measurement 193

4.4 Anderson Constant Current Loop
4.4.1 Introduction

The current-loop technology for measuring the AR in remote-resistive sensors was devel-
oped in 1992 at the NASA Dryden Flight Research Center, Edwards, CA, by engineer Karl
F. Anderson. It is our purpose in this section to describe how the Anderson loop works and
discuss its benefits and shortcomings, comparing it with such circuits as the traditional,
voltage-excited, Wheatstone bridge. Anderson received US Patent # 5,731,469, Constant
Current Loop Impedance Measuring System That Is Immune to the Effects of Parasitic Impedances,
in December 1994.
The advantages of the Anderson circuit architecture are quoted from Anderson (1998):

Larger and inherently linear outputs that are individually available from each
element in a sensor (e.g., a bridge circuit).

Power dissipation of the sensor is lowered-beneficial in portable and temperature-
sensitive applications.

Even random lead wire and connector [resistance] variations are tolerated without a
need for expensive transmitters nearby in hostile environments or the removal of
difficult-to-estimate systematic errors from the resulting data.

Fewer, smaller and less expensive lead wires are required in tight installations.

Quieter engineering unit readouts are available.

Smarter sensors can be designed to deliver multiaxis and multiparameter outputs
from simpler sensing structures.

Stiffer sensors can have twice the frequency response for the same output level.

Refinements in compensation and calibration can be implemented after installation
by adjustments conveniently away from the sensor within the signal conditioner.

At the heart of the Anderson loop is a signal-conditioning module called the dual-
differential subtractor (DDS). A DDS circuit is shown in Figure 4.6. Note that it uses three,
high-performance, differential, instrumentation amplifiers. A DDS is a linear, three-port
voltage amplifier having two differential inputs and a single-ended output. Assuming
ideal DAs (i.e., having co CMRR), the DDS output is simply

Vo = Kle (Ul - Uz), (4].8)

where
K, is the DM gain of the two input DAs
K, is the DM gain of the output DA
v, and v, are DM input signals

As an illustration of a simple Anderson loop system, consider the circuit of Figure 4.6.
A remote sensor converts the QUM (e.g., temperature) into a change of resistance, AR.
A current source (here ideal and referenced to ground) forces a current I, through a loop
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R+AR /g "

(remote)

e B

Rref
(prox.) § Vr

FIGURE 4.6
A simple, single-loop Anderson loop system, showing the DDS used in all Anderson current-loop systems.

that contains the wire resistances (R, and R,,), the sensor (R + AR), and a reference resis-

tance, R,.;. The DM signal voltage input to the upper DA is, by Ohm’s law, v; = [ (R + AR).
The DM voltage input to the lower DA is simply v, = [[R ;. Thus, the DDS output is
v, = KiKs [ISR(1+AR/R) —Ieref]. 4.19)

Now, if R, is made equal to R, the output is linearly proportional to AR:

0y = KlelsR(AIf J 4.20)

Note that the DC CMYV for the upper DA is v,cy = L(R,,, + R,). Because of its very high
CMRR, the upper DA has negligible output from v,

In Figure 4.7, we illustrate an Anderson loop applied to a capacitive sensor in which the
QUM causes a change in capacitance, AC. Obviously, an AC excitation must be used. By
inspection, we can write an expression for the output voltage of the DDS:

v,=| 1+ 1| “.21)
jo(C, +AC)  joC,

Now, we make C, = C, and find for small AC/C,;:

V, =1, 1_.AC/C°— . Lo L [AC) ) ompe, @.22)
joC,  joC, | oC,| C,

Note that the magnitude of V, is proportional to AC, and calibration depends on knowing
I, its frequency, o, and C,.



DC Null Methods of Measurement 195

l
C,+AC 74
q

0
i

FIGURE 4.7
An Anderson current loop applied to a capacitive sensor (see text for analysis).

4.4.2 Anderson Loop Applied to Groups of Sensors

Figure 4.8 illustrates a dual-differential, resistive sensor in an Anderson loop. The QUM
causes the upper sensor’s resistance to increase the same amount that the lower sensor’s
resistance decreases. Again, the ubiquitous DDS is used. The DM input voltages are

o, = L(R+AR), 4.23a)
0, = [,(R=AR). (4.23b)
The DDS output voltage is
Vo = K2 [Kﬂ)l - Kﬂ]z] = I<11<2151{(21A{Iz ) (424)
Rwl
—AMy
; DDS
R+AR /g v
(remote) —
+ Ol
R-AR /g oy
”””””””
LA

FIGURE 4.8
An Anderson loop DDS system is applied to remote, differential resistive sensors. The four wires from the sen-

sors to the DDS carry negligible current.
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FIGURE 4.9
A stiff current source used by Anderson.
The DC CMVs are
U1iem = IS [(R — AR) + sz ] ’ (425a)
Uocm = Istz. (4:25b)

Before addressing the problem of adapting a four-sensor Wheatstone bridge to an
Anderson current loop, let us examine the problem of designing a stiff current source for
the Anderson loop. Figure 4.9 illustrates a simplified schematic of an OA VCCS such as
used by Anderson. Notice that the series sensing elements in the loop are floating. That
is, not one is directly conductively coupled to ground. The loop current, I, must return to
ground through the common (feedback) resistor, R, and in this case, also an LED. If we
assume the OA is ideal, then the reference voltage (+v,.) must equal the control voltage, V.
Thus, by Ohm’s law, I, = V-/R,.. To see how stiff this current source is, we must exam-
ine a more detailed circuit of the VCCS using a simple model for a finite-gain, real OA.
Figure 4.10 illustrates such a circuit. Note that the OA’s output resistance without feedback,
R,, is on the order of 25 Q. Ideally, a VCCS should have an output resistance over 1 MQ. To
calculate the VCCS's output resistance, we remove R; and replace it with a small-signal test
voltage source, vr. Also set V- = 0. The VCCS’s output resistance is, by Ohm’s law, simply
R = v¢/ir. Simple circuit analysis reveals that R, = R, + R,.(1 + Kp) = R, Kp. Consider
the typical values of R, = 300 Q and K, = 105, thus R, = 30 MQ, which is adequate. It is
also easy to show that this VCCS has the following transconductance: G, = I,/ V= 1/R S.
A major drawback of the simple Anderson VCCS is that the load is floating, that is, its ele-
ments must be insulated from ground.

The schematic of a standard, four-active-arm, voltage-excited Wheatstone bridge is illus-
trated in Figure 4.11. This bridge configuration is typical of a force or pressure sensor using
four unbonded strain gauges (see Figure 6.4). Assume the bridge excitation source and the DA
are remote from the bridge. The DA has a very high input impedance (generally over 10® ),
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FIGURE 4.10
Circuit model for the current source shown in Figure 4.9.
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FIGURE 4.11
Schematic of a remote, four-active-arm Wheatstone bridge. Two DAs are used to condition the bridge output, v,,

and the DC voltage across the bridge, V.

so it is possible to ignore any small resistance of the wires leading from the bridge to the DA.
Vs, the voltage across the bridge, is slightly less than the excitation voltage, V, by the voltage
dropped across the resistances of the wires supplying the bridge. Elementary circuit theory
tells us that Iy = V3/(2Ry + R), and thus Vg = V3R/(2Ry + R). The bridge output can easily be
found using voltage divider relations:

R+AR R-AR

2R 2R

AR
} =V (4.26)

Vo = (Uz —03) =Vs[
The bridge calibration depends on Vg, which in turn is dependent on Ry, which is tempera-
ture sensitive.
The uncertainty in V5 can be removed if this voltage is measured by another DA whose
output is compared to the desired value and the error used to adjust V5.
To examine the evolution of the four-active-arm Anderson circuit derived from a
four-active-arm Wheatstone bridge, examine the circuit of Figure 4.12A. The top of the
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FIGURE 4.12
Steps in Andersonizing a remote, four-active-arm Wheatstone bridge. (A) The bridge is powered by a floating DC
current source. (B) The bridge circuit is redrawn.
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Wheatstone bridge is opened, and a current source of I/2 is inserted. (Iz/2 is used because
this is the current in each of the four Wheatstone bridge active elements.) Note that in this
circuit, we have lost the ground from the bottom of the bridge. The Anderson circuit is
redrawn in Figure 4.12B, illustrating the floating (ungrounded) nature of the Anderson
loop. Note that a reference resistance, R, is added and also an additional CM resistance,
R, may be present.

Figure 4.13 illustrates the final Andersonized four-active-arm sensor system with the
DDSs added. Note that no less than 15 precision DAs are required with high CMRRs!
The CM input voltage for the top DA is simply v,cy = (I3/2) [BR + AR + R, + Rc], the
CMYV for the second sensor’s DA is v,y = (I/2) [2R + R, + R¢], etc. The reference voltage
is simply v, = (Iz/2)R,;, and the CMV for the four reference input DAs is v,cy = (Iz/2)Rc.
Assume the DAs are ideal, that is, their input resistances, bandwidths, and CMRRs are
infinite, they have zero output resistance, and their differential gains are finite. So for
the top DDS,

refr

o =(IZB J(R—AR), @27)
Iy
U = ( )Rref/ (428)
2
Vo1 = KiK, (IZB )R[l —AR/R+R/R]. (4.29)
Similarly, we can show
Iy
Vor = KiK> (2 )R [1+AR/R+Reet/R | = 004 (4.30)
and
Vo3 = Uo1- (431)

The net output of the Andersonized four-arm bridge is formed by the output DDS:
Vo = KTK3I5(2AR). @4.32)

Using the DDS modules, there is no need to make R, = R to obtain Equation 4.32, but
this condition will allow extraction of (v, — v,,) without a DC offset, for example, v,, =
K\Ky(Iy/2)R[AR/R].

Note that you do not need to go to the complexity of the circuit of Figure 4.13 to measure
AR/R. One sensor works, as shown in Figure 4.6. If R, is made a sensor without an input
and placed adjacent to the active element, then thermal compensation will be inherent in
the Anderson circuit. Note that a two-active-arm or four-active-arm Wheatstone bridge is
inherently thermally stabilized as well.
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®
I/2 l

Vo1
o

DDS

R+AR

R+AR

Iy/2 Rc

FIGURE 4.13
The final, Andersonized, remote, four-active-arm Wheatstone bridge circuit. Note that a total of five DDS ele-
ments are required to obtain an output voltage proportional to AR. Compare this circuit to the conventional

bridge circuit of Figure 4.11.
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4.4.3 Conclusion

The effectiveness of the Anderson loop architecture is predicated on the use of the DDS
module in which the DAs all have high CMRRs, generally exceeding 120 dB (>10°). However,
this requirement is also valid for a conventional Wheatstone bridge supplied by a voltage
source. Calibration of the Wheatstone bridge depends on the existence of a known, stable
potential difference between the top and bottom of the bridge. Similarly, calibration of an
Anderson loop sensor requires the current source (I, or I3/2) to be stiff, known, and stable.
Just as in the case of a conventional Wheatstone bridge, an Anderson loop system can be
excited sinusoidally, permitting signal amplification out of the 1/f range of amplifier noise
and allowing synchronous unbalance detection.

4.5 Potentiometers

Figure 4.14 illustrates the simplified circuit of a potentiometer. Like Wheatstone and Kelvin
bridges, potentiometers are DC null instruments. They now generally find applications in
standards laboratories. They are used as a precision means of calibrating secondary DC
voltage standards. Originally, potentiometers were used with thermocouples to obtain

I, =10mA

16V &

éze =10Q

15 66— ng
§1o Q .

1.4

Thevenin ckt.

of unknown N
EMF 13 o—
v, =
0.1 o— 10 Q slide wire
Null detector @ 10 Q
Wiper
o) 0.0
Lo o
NO pushbutton 01V

FIGURE 4.14
Circuit of a simple potentiometer used for precision, direct comparative measurements of EMFs in the 0-1.6 V
range.
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TABLE 4.1

Ranges and Accuracy of the L&N 7556-1
Potentiometer

Range (V) Accuracy
0-1.61100 +(0.0005% + 1 uV)
0-0.16110 +(0.0015% + 0.1 pV)
0-0.01611 +(0.0025% + 20 nV)

precise temperature measurements and in electrochemistry laboratories to measure cell
EMFs. Most of these applications are now taken over by precision electronic voltmeters.

For example, the venerable Leeds and Northrup Model 7556-1 potentiometer has three
ranges. The accuracy of each range is given in Table 4.1.

To measure HVs, a precision voltage divider called a volt box is used. For example,
the Leeds and Northrup Model 7594-2 volt box was rated at 0-1500 V, with an accu-
racy of +0.0025%. It had 25 taps and was rated at 667 ©/V on the 1500 V range, quite
a lossy device compared to modern voltmeter sensitivities. (Note: L&N was acquired
by General Signal Corp, Stamford, CT, in 1978. GSC divested of L&N in 1998 to SPX,
Charlotte, NC.)

Potentiometers were often calibrated using Weston standard cells, an electrochemical bat-
tery, which until fairly recently was used to define the volt EMF. The Weston cell was
developed in 1892 as an EMF standard. Two types of Weston cells exist, saturated and
unsaturated. The more widely used saturated (normal) cell is illustrated in Figure 1.6.
A Weston cell is generally used in a thermostatted oil bath to maintain its internal tem-
perature to within 0.01°C. This is necessary because of the rather high EMF tempco of the
normal cell, —40 pV/°C. The EMF of the saturated Weston cell is given by

EMF =1.01830-4.06 x107(T —20)—9.5x 107 (T —20)* —10~*(T — 20)°. (4.33)

(This EMF is in international volts; the EMF in absolute volts is 1.01864 at 20°C.) Thus, the volt
was formerly defined as 1/1.01830 of the Weston normal cell at 20°C. Weston cells are very
delicate and subject to instabilities if their EMFs are subjected to large or sudden tempera-
ture changes. They also should never have currents in excess of 100 pA drawn from them
for any period of time. They also age and should be recalibrated against freshly prepared
cells every year or against Josephson junction primary EMF standards.

Calibration of a potentiometer is done by first adjusting the potentiometer’s reading to
the calculated EMF of the standard cell and then adjusting R,y to obtain a null in the gal-
vanometer or electronic null detector. Next, the unknown EMF is connected to the potenti-
ometer and the null detector, and the calibrated potentiometer’s output voltage is adjusted
to obtain a null.

4.6 Chapter Summary

In this chapter, we have discussed three basic measurement systems that make use of
the principle of nulling or zeroing a DC voltage to obtain precision measurement of a
resistance or an EMF: the Wheatstone bridge, the Kelvin bridge, and the potentiometer.
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The accuracy attainable in a null measurement technique generally depends on the use of
accurate resistors, rather than the accurate measurement of a DC voltage or current, per se.

The Anderson loop technology was introduced and shown to use electronic, constant
current sources and a basic three-DA configuration called the DDS in conjunction with
sensors whose resistance changes proportional to the QUM. The Anderson loop allows the
voltage output to be linear in terms of the AR of the sensor. It is shown to be an alternative
to the Wheatstone bridge in certain resistive sensor applications.

In Chapter 5, AC null-based measurements are shown to be applicable to AC bridge
measurements of R, L, C, and Q.

.|
Problems

4.1 Two ideal OAs are used to linearize the output of a single-active-arm Wheatstone
bridge, as shown in Figure P4.1. The resistance of the variable resistor, Ry, is given by
Ry =R + AR, where AR > —R.
A. Find an algebraic expression for V, = f(V, R, R, R,, AR). Hint: Write node equa-
tions for V,; and V,; note that by the ideal OA assumption, V; =V, =0.
B. Let Vg=5V and R = R, = R, = 10° Q. Find the permissible range in Ry so that nei-
ther OA’s output reaches +12 V (saturation).

4.2 A DC Wheatstone bridge contains a resistance temperature detector (RTD) whose
resistance around 25°C is approximated by

R(T) = Ry5[1 + (T — 25)]. The smallest AV, the detector can resolve is 100 nV. Vg=3.1V,
R =R, =300 Q, and a = 0.004. Find the just-resolvable AT under these conditions
(see Figure P4.2).

4.3 A DSBSCM signal is generated in many sensor systems. A DSBSCM signal is basi-
cally the product of two sine waves with different frequencies. In the Wheatstone
bridge circuit of Figure P4.3, two strain gauges are subject to an LF sinusoidal strain
such that 8R(f) = AR sin(2f). AR =0.03 &, R =300 Q, v,,(t) = V3 sin(1000f), and V5 =5 Vpk.
The DA'’s gain is 10°. Find an expression for v,(t) and show that it can be resolved into
the algebraic sum of sum and difference frequencies.

10A
y \ v,
R I0A 5
AN R
R Vs
1
S

FIGURE P4.1
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[+

FIGURE P4.2

FIGURE P4.3

4.4 A Wheatstone bridge is powered with a 1 V rms, 200 Hz sinusoidal source. Fixed resis-
tors A and B are 1000 @, with LEs of 10 ppm. The value of variable resistor, D, is
known to be 100 ppm. At null, D = 100 € (see Figure P4.4).

A. Find the nominal value of X.
B. The AC null detector can just resolve AV, =1 pV rms. The DA is ideal with gain =1.
Calculate the LE in X, considering the LEs in A, B, D, and V.

Analog AC
voltmeter

()

FIGURE P4.4
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DDS

R+AR 2’ v |
(remote)

q 1 Vl'

R, § V2

Vo

R

ref
(prox.) §

FIGURE P4.5

4.5

4.6

Consider Figure P4.5 for the basic Anderson DDS circuit. Assume that the identical
input DA’s outputs are described by the following equations:

Vo1 = Ap1tig + Acivie, CMRR; = %/

C1

Vo2 = Apaaq + Acovae, CMRR; = im .

C2

Let A = Apy, Aci = Acy, 50 CMRR,; = CMRR,,. The output subtractor DA’s output is
described by

Uo = Vo3 = Ap3Usq + Acst2q, CMRR; = Aps .

C3

Note that A, = Ap;/CMRR,, etc,, and R, is made equal to R, of the sensor.

Write expressions for v,, v1, 0,, and o5 in terms of circuit parameters and AR.
Find expressions for the DA outputs, v, and v,,,.

Find an expression for v, = v ;. Give v, = v, when all of the CMRRs — co.

Give an expression for the Anderson DDS circuit’s voltage error, v, = v, — v, for
finite CMRR; and CMRR,;.

Figure P4.6 illustrates the schematic of a potentiometer. Ry, is used to adjust the work-
ing current, I, in the loop to exactly 50.000 mA when setting the pot up with a
standard cell. The standard cell’s EMF is defined as 1.01830 V at 20°C. A separate, high-
resolution, standard cell slide-wire is used to initially set I;,. The EMF slide-wire has
100 divisions over its range and can be read to 0.1 division. The maximum range of
E, that can be read is 1.7 V.

0w
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hy Y Ry Ry
o I[l[ oot

1.01830 Vvs. z

Standard cell
slide-wire

EMF

slide-wire
1.020Vvs. z 1.016 Vvs. z

+
1.01830 V — ®

) 20C std.
cell Null detector T

FIGURE P4.6

A. Find the smallest AE, that can be read.

B. Give ohm values for each of the 16 fixed resistors, R,, and the EMF slide-wire’s
resistance, the standard cell’s slide-wire resistance, and R..

C. Show the polarity of the Ey terminals.

4.7 A Kelvin bridge schematic is shown in Figure P4.7. At null, V, = V..

A. Find expressions for Vi, Iy, and I,,..

B. Derive an expression for Ry at null. (Note: it has two terms.)

C. Atnull, R, =100.0 &, R, =1000.0 Q, Ry, = 0.1000 , R; = 0.00377 Q, R, = 99.2 Q, and
R, =1000.6 Q.

Calculate Ry using the simple, first term in the equation of part (B). Calculate Ry

using the whole expression from (B).

D. Calculate Iy assuming Vi = 1.500 V. Find the power dissipated in Ry.

4.8 Consider the Anderson DDS used to measure the small AC of a capacitive sensor,
as shown in text Figure 4.7. Consider the DAs of the DDS to have flat frequency
responses (scalar gains) with outputs given by

Vo1 = Ap101g + Acivie, CMRR; = %r

C1

Vo2 = ApoUaq + Aco¥se, CMRR, = %-

C2
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Null
Ry § detector
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x\ 2
g

FIGURE P4.7

Let Ap, = Apy, Acp = Agy, 50 CMRR,; = CMRR,,. The output subtractor DA’s output is
described by

AD3

C3

Vo = Vo3 = ApsUsq + Acst2s, CMRR; =

Note that A¢, = A /CMRR,, etc,, and C, is made equal to C, of the sensor.

A. Write phasor expressions for V;, Vi, V,, and V; in terms circuit parameters
and AC. Give I, zero phase.

B. Find expressions for the phasor DA outputs, V,; and V,,.

C. Find an expression for V, = V,. Give V, = V; when all of the CMRRs — .

D. Give an expression for the Anderson DDS circuit’s voltage error, V, = V, - V;, for
finite CMRR, and CMRR,.
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AC Null Measurements

5.1 Introduction

In this chapter, we examine measurement techniques that make use of sensing an AC
null voltage or current. These include, but are not limited to, AC operation of (resistive)
Wheatstone bridges, various types of AC bridges used to measure capacitance, capaci-
tor dissipation factor (D), inductance, inductor quality factor (Q), mutual inductance, and the
small-signal transconductance (g,,) of bipolar junction transistors (BJT) and field-effect
transistors (FETs). As in the case of DC null methods, AC methods are used to obtain
accurate measurements of component values based on the accuracy of the bridge’s
components.

It should be obvious that in the real world of circuit components, there is no such
thing as a pure or ideal resistor, capacitor, or inductor. All real-world devices have para-
sitic parameters associated with them. In some cases, these parasitic components may be
treated as lumped-parameter circuits, while in other situations they are best described as
distributed-parameter networks, similar to transmission lines. For example, depending
on the frequency of the AC voltage across a resistor, the resistor may appear as having
a pure inductance in series with a resistor in parallel with a capacitor and distributed
capacitance to ground along its length. The resistance of a resistor has a value that is an
increasing function of frequency due to skin effect at VHF — UHEF. The presence of para-
sitic components at high frequencies makes the operation of bridges and null circuits at
high frequencies more subject to errors. To minimize the effects of parasitic components,
most laboratory AC bridges operate at or around 1 kHz.

5.2 Components: Inductor Equivalent Circuits

Most practical inductors are made from one or more turns of a conductor such as copper,
wound as a solenoid on either an air core or a ferromagnetic core made from ferrite ceramic
or laminated iron. If the coil is wound around a ferromagnetic ring or doughnut, it is called
a toroidal inductor. The use of ferromagnetic cores concentrates the magnetic flux and
produces a higher inductance than would be attainable with an air core and the same coil
geometry. Because the conductor used to wind an inductor has a finite resistance, the sim-
plest, LF equivalent circuit of a practical inductor is a resistor in series with a pure induc-
tance. At very high frequencies, the small, stray capacitance between adjacent turns of the
inductor’s coil produces a complex, distributed-parameter, RLC circuit. If the coil is wound

209
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FIGURE 5.1
HF, lumped-parameter, linear circuit model of a practical inductor.

with several layers of turns, capacitance between the layers, as well as between adjacent
turns, and between the inner turns to the core produces a very complex equivalent circuit
of the inductor at very high frequencies.

One compromise to the problem of representing an inductor realistically at high fre-
quencies is shown in Figure 5.1. Here, the distributed capacitance between windings
is modeled by a single, equivalent, lumped capacitor in parallel with the series R-L
circuit. This model is reasonably valid in the low audio-frequency range where most
AC inductance bridges operate. To characterize and measure inductors at radio fre-
quencies where the lumped model is not valid, we generally use a Q meter, discussed
in Section 8.10.3.2.

The quality factor or Q of an inductor is defined at a given frequency as the ratio of
the inductor’s inductive reactance to the real part of its impedance. The higher the Q,
the purer the inductor and the lower are its losses. High-Q inductors allow us to build
more sharply tuned RLC frequency-selective circuits than do low-Q inductors of the
same inductance. For a given inductance, high-Q inductors are generally more expen-
sive. Note that Q is a dimensionless function of frequency. For a simple series R-L circuit
model, the Q is given by

Ko G.1)
R, R, ‘

The Q of the RLC inductor model of Figure 5.1 may be found by finding its impedance:

foL+R R . oL[(1-o’LC)-CRY/L]
1+foRC+(jw) LC  (1-’LC)+(wRC)’ ! (1-’LC)+(@RC)’

Z, (jo) = 52)

From the basic definition of Q given in Equation 5.1, and the impedance given by Equation 5.2,
we can write the series model inductor’s Q as

L|(1-0’LC)-CR?/L
Qs(w)=w [( @ R) ] (5.3)
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Interestingly, Q,(w) rises to a maximum at o, = ®,/\3 and then drops to zero at o,, the
resonance frequency of the lumped RLC model of the inductor. At the inductor’s resonance
frequency, Z, (jo,) = Real. From Equation 5.2, this resonance is seen to occur when

0=, = L—R—zr/s and ®(w,)=0 (5.4
N &2 o/ ‘

Although the lumped RLC model for the inductor is crude, its behavior does mimic that
observed in real inductors at high frequencies. Their Q does increase to a maximum
and then decreases to zero as the frequency is further increased. Some practical induc-
tors exhibit multiple peaks in their Q(w) curves at high frequencies due to the distributed
nature of the stray capacitances. At 1 kHz, the frequency used in most AC bridges used
to measure inductors, we are operating well to the left of the peak of the Q(w) curve, and
capacitive effects are generally second order.

5.3 Components: Capacitor Equivalent Circuits

There are many physical types of capacitors having a wide variety of geometries and using
many different types of dielectrics, all depending on the selected application. The basic
capacitor consists of a pair of parallel metal plates separated by a dielectric (insulating sub-
stance), which can be vacuum, air, sulfur hexafluoride, oil, oil-impregnated paper, glass,
mica, metal oxides, or various plastics or ceramics. Each dielectric has its unique proper-
ties of DC leakage, dielectric constant, losses at high frequencies, temperature coefficient,
etc. At high frequencies, capacitors can be modeled by a pure capacitance surrounded by
parasitic inductors due to leads and resistances modeling dielectric losses and leakage.
Figure 5.2 illustrates a general, lumped-parameter, HF equivalent circuit for a nonpolar-
ized (nonelectrolytic) capacitor. As in the case of the inductor’s equivalent circuit, we may
write an expression for the impedance of the model:

Rp(1/joC)

. 5.5

ZC (](D) = RS + ](DL +

Ic L Ry

0000 A MWWAWN—

C_
—

/]

FIGURE 5.2
HE, lumped-parameter, linear circuit model for a practical capacitor.
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Z(jo) may be put into the form, Z = Re + jIm, using complex algebra:

(.6)

L—oR3C + 0’R3LC?
S N

+
1+ (0ReC)’ J 1+ (0RpC)?

This relation implies that the complex RLC circuit model for the capacitor at high fre-
quencies can be reduced to a simple, equivalent model with a resistor whose value is given
by the real term of Equation 5.6. The real term is in series with a reactance given by the
second term in Equation 5.6. It is possible to find an expression for the equivalent series
capacitance, C ). From the second term in Equation 5.6, we can write

o # o(L—R3C)+w’RiC’L

_ _ A (5.7)
(DCS(EQ) T+ ( (,l)RpC )

from which it is easy to find

1+ (0ReC)’
o [(R%C -L)- cozR%CZL] '

CS(EQ) = (58)

Atlow frequencies, where L is negligible, the capacitive reactance reduces to —-1/wC. Note
that the series HF capacitor model exhibits resonance at a frequency where the reactance
magnitude goes to zero. The resonant frequency of the capacitor is easily found to be

o= [
LC (RyC)’

r/s. 59

Thus, the reactance of the equivalent circuit appears as —1/0C at low frequencies. The reac-
tance magnitude decreases with o until it reaches zero at w, and then at » > w, appears
inductive as +oL.

Most laboratory bridges do not measure capacitive reactance; rather, they are calibrated
in capacitance units (e.g.,, microfarads) and a dissipation factor, D. The Dg is defined as the
ratio of the series equivalent resistance to the capacitive reactance. In algebraic terms,

R,
DS = TSEQ = O)CS(EQ)RS(EQ)- (510)
X5

Note that at any fixed frequency, a series R-C circuit, such as we have been discussing,
has an equivalent parallel R—C circuit, which has the same impedance. We may also define
a dissipation factor for the parallel equivalent circuit. It is the ratio of the capacitive reactance
to the equivalent parallel resistance. In algebraic terms,

Dp = XPEQ _ 1 . (5.11)
Reeg  OCrERrro



AC Null Measurements 213

By equating the impedances or conductances of the series and parallel R-C models, it is
possible to derive relations relating one circuit to the other:

Ry (eq) = Rsmo) (Di)?] (.12)
Creo = 1C i(Ez% (5.13)
Rs(eq) = R (D?il) (5.14)
Csea) = Craa (1+ D5 )- (5.15)

As you will see, certain capacitance bridge configurations make the assumption that
the capacitance under measurement is represented by the series equivalent circuit model,
while others use the parallel equivalent circuit. Since at a given frequency the impedances
of the two circuits are by definition equal, the reason for using one model or the other lies
in the practical derivation of the bridge balance equations in a form that allows two bridge
elements to each be uniquely calibrated in Csand Dg or in Cp and Dy,

5.4 AC Operation of Wheatstone Bridges

In this mode of operation, an AC excitation signal is used, usually ranging from 100 to
1000 Hz. The bridge arms are resistors, and the effects of stray capacitance to ground
and inductance are generally negligible. Balance conditions are generally the same as
for a DC Wheatstone bridge. However, one advantage of the AC excitation is that an elec-
tronic null detector with a lower uncertainty voltage, AV,, can be used. This is probably
not important, because bridge accuracy in measuring the unknown resistor, X, is largely
due to the accuracy to which arms M, N, and P are known, as we demonstrated in the
previous chapter. However, when the bridge is used in the voltage output mode, as with
strain gauges, greater threshold sensitivity in measuring small changes in X are realized
because amplification of V, can be done with a low-noise, narrowband, AC amplifier
working above the 1/f noise region.

Following amplification, the AC output voltage is generally converted into a DC signal
proportional to AX through the use of a PSR. (PSRs are discussed in detail in Section 2.7)

Another application for AC Wheatstone bridge operation is where the passage of DC
through X will alter the magnitude of X. An example of this phenomenon is when we wish
to measure the resistance of electrochemical electrodes (such as used in electrocardiogra-
phy) attached to the body. The passage of DC causes polarization of the electrodes due to
ion migration in the DC electric field. Polarization increases electrode impedance. The use
of AC generally avoids this phenomenon.
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5.5 AC Bridges

The design, analysis, and application of AC bridges is large field with a rich, old, literature.
Most of the texts dealing with this topic in detail were written over 50 years ago. Great
emphasis was placed on how an AC bridge approached its null. Vector (circle) diagrams
were used to illustrate how the complex V_ behaves due to the interaction of the two variable
bridge elements in reaching a null. In the following sections, we do not consider the details
of how nulls are approached. Rather, we summarize the conditions at null and discuss the
applications of each type of bridge. Note that most modern AC bridges are designed to
work at 1000 Hz, although other frequencies may be used for special applications.

Figure 5.3 illustrates a general AC bridge, in which the arms are impedances having real
and imaginary parts. In general, the AC bridge output (unbalance) voltage can be written
as a complex (vector) equation:

vov,| B v | (5.16)
Zy+Zpy Zn+ Zy

From Equation 5.16, we find that at null, where V, = 0, we can write the vector equation:
ZxZy =ZNZ5, (5.17)

which leads to the vector equation for Z in polar form, assuming bridge null:

ZX:‘Z)(‘ Zexz

Z O +0p -0y (5.18)

Thus, finding unique expressions for the unknown L and Q, or C and D, requires solving
vector equations of the form earlier. Generally, this is done by equating the real terms on
both sides of Equation 5.17 and, independently, the imaginary terms.

FIGURE 5.3
General configuration for an AC bridge. The null detector (Det.) is a sensitive AC voltmeter assumed to have
infinite input resistance.
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It can be shown for all, conventional, four-arm, AC bridges that the same conditions for
null exist if the null detector is exchanged for the AC source; Equation 5.17 still applies. We
present in the following texts a summary of bridge designs used to measure capacitance,
inductance, and mutual inductance using the null method.

5.5.1 Bridges Used to Measure Capacitance

In this section, we examine the designs of bridges useful for the measurement of
capacitance. Capacitance-measuring bridges can be subdivided into those designs
suitable for low-loss (low D) capacitors and those giving best results for lossy (high-D)
capacitors.

5.5.1.1 Resistance Ratio Bridge

The resistance ratio bridge is shown in Figure 54. It is best used to measure capacitors
with low D, and it uses the series equivalent capacitor model. It was used in the venerable,
GenRad Model 1650A bridge. (GenRad was acquired by Teradyne in 2001.)

At null, V, = 0, and we may write

R3 (RXS + 1/](1)st) = R2 (R4 + 1/]0)C4 ) . (519)
Equating the real terms, we find

RyRq4

Rxs = . 5.20
= h, (5.20)
Equating the imaginary terms, we obtain
Cxs = ReCs. (5.21)
R,

FIGURE 5.4
The resistance ratio bridge, used to measure capacitors with low Ds.
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The dissipation factor for the series capacitor model was shown to be Dg = 0CysRys. If we
substitute the relations for Cys and Ryg into Dg, we obtain

Ds = 0)C4R4 . (522)

Thus, we see that R, can be uniquely calibrated in low Dg, and R, should be calibrated in
Cys units.

5.5.1.2 Schering Bridge

The Schering bridge is useful for measuring capacitors with high losses (high D). In find-
ing the balance conditions for this bridge, it is expedient to use the parallel R-C equivalent
circuit, as shown in Figure 5.5. At null, we can write, as before,

2y7,=17,7, (5.23)
or
Z;Y, =YZ,. (5.24)
Thus,
(Rs +1/jwC3) joCs = (Gxp + jooCxp ) Ry. (5.25)

Now by equating real terms and imaginary terms, we obtain the conditions at balance:

RsC

Cxp = 2, 5.26

=g (5.26)

Ryp = RiGs , (5.27)
G

@

FIGURE 5.5
The Schering bridge, used to measure capacitors with high Dy.
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Dp_ 1

=————=0GCR,. 5.28
oCoRar 3R (5.28)

Notice that to obtain uniqueness in finding Cy, and Dy, C; can be calibrated in Dy, and R,
can be calibrated in Cyp. The other components are fixed for a given range of Cyp.

5.5.1.3 Parallel C Bridge

This bridge design, shown in Figure 5.6, was also used in the GR 1650A bridge to mea-
sure high D (lossy) capacitors (0.1 < D, < 50). At null, we can write R,Z, = R;Z. This
leads to

R2 (GXP + j(DCXP) = R3 (G4 + j(DC4), (529)

from which we can easily find

Cr = SR (5.30)
2
Ry,R,
Ryp =——, 5.31
o=t (5.31)
1 1

DP_

= = . (5.32)
oOCxpRxp  OC4R,

From the earlier equations, it is easy to see that R, should be calibrated in Dy, and R; or R,
can give Cyp.

FIGURE 5.6
A parallel C bridge, used to measure capacitors with 0.1 < D} < 50.
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5.5.1.4 De Sauty Bridge

The De Sauty bridge, shown in Figure 5.7, is a deceptively simple bridge that is often used
to produce an output voltage that is proportional to a small change, 8C, in one of the capac-
itors, rather than to measure capacitance. The 8C may be caused by a variety of physical
phenomena, such as the deflection of a diaphragm due to a pressure difference across it, a
change in capacitor plate separation due to a change in material thickness, and a change in
capacitor plate separation due to applied force.

Because the output voltage is a nonlinear function of large capacitance changes, the De
Sauty bridge is usually operated so that 8C/C, <« 1, so output will be linearly proportional
to the QUM. Also, the resistors R, and R, are made equal to R, and null is achieved by set-
ting C, = C; = C. Now, the output of the bridge as a function of R, C, ®, and 8C can be easily
written as

joRC(8C/C)

V, =V, .
* {1+ joRC)(1+ joR(C +8C))

(5.33)

From Equation 5.33, we see that three approximate relations for V, can be written, depend-
ing on the operating frequency. First, we let > 1/RC. The transfer function reduces to

V«w:(&)[lﬁc]f 1 ] (5.34)
v, | C C || jorC

Generally, the second-order term can be neglected. However, a square-law nonlinear
distortion will occur for 8C/C — 0.1.

Second, we let the bridge be excited at an LF so that <« 1/RC. Under this condition, we
find

% _ (z‘g: J( joRC). (5.35)
4
R, R,
v, @ v, @ v,
Cy &

FIGURE 5.7
The De Sauty bridge, used to measure small changes in capacitance: C, = C; C; = C + AC; R; =R, = R, and
o =1/RC.
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Third, if ® = 1/RC (the tuned bridge condition), the output can be written as

% = g—g (Real). (5.36)
b

Maximum sensitivity generally occurs for the third case where ® = 1/RC. In this case, the
just detectable 8C can be estimated by using the series expansion:

= Wo 50 - VodC. (5.37)

AV,
aC 2C

For example, the just detectable §C is found by assuming that the bridge detector AC volt-
meter resolution is AV, = 0.1 pV, and the bridge excitation, V,, is 5 V. If we let C = 100 pF,
then 6C,y is given by

—6 -12
8Cymy = 2 1¥10 X25X100X10 = 4x10° pF = 4 aF. (5.38)

This is an incredible theoretical sensitivity, generally not reachable in practice because of
stray capacitances associated with the bridge arms, detector noise, etc.

5.5.1.5 Wien Bridge

The Wien bridge, illustrated in Figure 5.8, is generally not used to measure capacitors
because of the complexity of its solution at null. The Wien bridge is a frequency-dependent
null network and, as such, finds application in the design of tuned BP and band-reject
(notch) filters and also oscillators. From Figure 5.8, we can write the general form of the
bridge balance equation at null:

Z]Z3 = ZzZX. (539)

FIGURE 5.8
The ubiquitous Wien bridge; it is frequency dependent. Here it is used to measure capacitance with Dy <« 0.1.
R, can be calibrated in Cy; R, in Dypy.
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This can be put as

Z]Yx = ZzY3 or (Rl + 1/]0)(:1 ) (Gx + ](DC)() = R2G3.

(5.40)

To find the null conditions, we must solve the simultaneous equations derived from

Equation 5.40 by setting real terms to be equal and imaginary terms to be equal:

GxR; +Cx/Ci = R,G3,

—GX/O)C1 +0CxR; =0.

Their solution leads to

c. o (R/R)C_ (R/Ry)C, _{Rz)ch

~(o’CIR}+1)  (DE+1) R,

G = ((DRle/Rg,)((DClZ)
X W CIR?+1

7

1
Dyp =———=0R,C; = Dys.
X OCxRy s

(5.41)

(5.42)

(5.43)

(5.44)

(5.45)

Providing Dy, = D5 < 0.1, we can uniquely calibrate R, in Cy units and R, in Dy, units.
The use of the Wien bridge as a frequency-sensitive null network can be demonstrated

by writing its transfer function:

V, _ 1/(Gx + ](DC)() R;

V, 1/(Gx+joCx)+Ri+1/joC; Rs+R,’

which reduces to

v, joCiRx Rs

7b - 1+ ]O)(Cle + ClRl + CXRX ) + (](D)z ClRlCXRX R3 + RZ .

Now, if we tune the source frequency to

00, = —— |r/s,
ClRlCXRX

the transfer function becomes

Vo _ CiRx R
Vo, CiRx+CiR;+CxRx R;+R,’

(5.46)

(5.47)

(5.48)

(5.49)
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This real transfer function goes to zero (null) at ® = o, if we let

R, =Ry =R, (5.50)
C,=Cx=C, (5.51)
R,=2R;=R. (5.52)
Then we have
V, 1 1
2 =" —"=0(Null). 5.53
v, "3 3~ C(Nul) (.59

As was mentioned earlier, the frequency-dependent null of the Wien bridge can be exploited
to create tuned filters and oscillators useful in instrumentation and control systems.

5.5.1.6 Commutated Capacitor Bridge

A commutated capacitor bridge is shown in Figure 59. Unlike a conventional AC
bridge, this bridge uses a DC V. Such bridges do not allow measurement of capacitor
D. However, they are often used for high-accuracy, LF applications. A MOS switch is
driven by a square wave clock with period T. For T/2 s, the capacitor is connected to node
“a” and charges toward V, through R,. For an alternate T/2 s, Cy is allowed to discharge

DA . 5| Low-pass
filter

. D’Arsonval
meter
Vi R,
AN Vs
_1* i i
e N S Clock

|||||
A%
=
\
s

RS
v] j—
FIGURE 5.9

A commutated capacitor bridge. Unlike other AC bridges, its null detector is a DC meter responding to the average
null voltage, V, = V;.
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VC
L V.T/(2R,Cy)
& b a b a t
0 f T f
0 T/2 T 37/2
(A)
Va
VS
V.T/(2R,Cy) —
b a b a t
0 T
0 T/2 T 3772

(B)

FIGURE 5.10
(A) Voltage waveform across Cy in the commutated capacitor bridge, v (f). Note RCy < R,Cy. (B) The voltage, v,(t).

through R, to ground. The waveforms at nodes “a” and “V,” are shown in Figure 5.10A
and B, respectively. We assume that the clock period and resistors R, and R, are chosen so
R,Cyx <« T/2 and R,Cy > T/2. We also assume that the null detector responds to the average
of (V, — V). Hence, at null, we find that

VR, (V.
s =| = 11+T/4R,Cx |, 5.54
s [2)[ /4R.Cx ] (554

from which we can solve for Cy

T(Rs+Ry)

Cy= o)
* 7 4R, (Ry—Ry)

(5.55)

where, obviously, R; > R;. R; or R, can be varied to obtain null and for a given range setting
(fixed values of T, R,, and R,) can be calibrated according to Equation 5.55 earlier.

5.5.2 Bridges Used to Measure Inductance and Mutual Inductance

As in the case of bridges used for measuring capacitance, the inductance bridges can be
subdivided into those optimal, in terms of reaching null, for measuring high-Q inductors



AC Null Measurements 223

and those best suited for the measurement of low-Q inductors. In addition, we describe
in the following texts the design of two specialized bridges used to measure the mutual
inductance of power and audio-frequency transformers.

5.5.2.1 Maxwell Bridge

As the name implies, this is a well-known bridge that is used to measure low-Q induc-
tors having Q, in the range of 0.02-10. The Maxwell bridge was used in the GenRad
Model 1650A multipurpose bridge; its circuit is shown in Figure 5.11. At null, we can
write

Zx =7,Y5Z, (5.56)
or

Rx + ](DLX = R2 (G3 + ](,l)C3 ) R4. (557)

From Equation 5.54, we easily find
Lx =C3RRy, (5.58)

RoR,

Ry =——7, 5.59
= 5:59)
Ox = 21X — oCyRs. (5.60)

X

Thus, R, is calibrated in inductance units, and R;’s scale reads Q. In the GR 1650A bridge,
R, can be varied from 0 to 11.7 kQ, and R, can be set from 0 to 16 kQ.

FIGURE 5.11
The Maxwell bridge, used to measure low-Qg inductors (0.02 < Qg < 10).
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@

FIGURE 5.12
The GenRad parallel inductance model bridge for high-Qp inductors (1 < Qp < ). R is calibrated in Qp; R, in Lpy.

5.5.2.2 Parallel Inductance Bridge

This bridge, shown in Figure 5.12, is also used in the GR 1650A bridge to measure high-Q
inductors (1 < Qp < ). It is somewhat unusual in that it uses a parallel equivalent circuit
for the inductor. At a given frequency, any series R-L circuit can be made to be equal in
impedance to a parallel R-L circuit. We describe these equivalences in the following. At
balance, we can write

jwLxR
RoRy = (Rs +1/jooCs ) L2 5.61
2184 ( 3 /] S)RX+]'(DLX (5.61)
from which we obtain
jO)L)(RzR4 + RxR2R4 = j(DLxRxR3 + LxRX /C3 (562)

Equating real terms and then imaginary terms in Equation 5.62, we finally obtain the
expressions for Lyp, Ryp and Qp:

pr = C3R2R4, (563)
RoR,
Ryp =——, 5.64
X ="p (5.64)
Ry 1
= = . 5.65
Qr oLy ©CR, (565

Thus, it is expedient to make R, the L dial and R, the high-Q dial on this bridge.

5.5.2.3 Hay Bridge

The Hay bridge, shown in Figure 5.13, uses the series R-L model for an inductor to measure
the inductance and Q of high-Q coils. Assuming null, we find

(](DLX + RX ) (R3 + 1/](,0C3 ) = R2R4. (566)
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FIGURE 5.13
The Hay bridge is used to measure high-Qgsinductors. R; is calibrated in Qg and R, in Lgy.

The balance equation, Equation 5.66, can be broken down to two simultaneous equations:
LX /C3 + RxR3 = R2R4, (567)
G)LxR3 - Rx /(DC3 =0. (568)

Their solution yields

R4R2C3 _ R4R2C3

bx = (w2R§C§ +1) (Q§2 +1) ’ 669
_ ORsR,Ry(0C3)
X = m, (5.70)
_ oLy 1
Qs = Ry ~0CiR" (5.71)

Here, R; may be calibrated in Qg and R, in inductance units. Inductance calibration is
substantially independent of Qg(R;) as long as Qg > 10.

5.5.2.4 Owen Bridge

The Owen bridge, shown in Figure 5.14, uses the conventional, series inductance model
and is best used on large, low-Qg inductors. This bridge is somewhat unique in that null
may be obtained by varying both elements in the four arm, R,, and C,. At null, we have

joLx + Rx

=Ry (Ry+1/jCy). 5.72
joC, 2( 4t /](D 4) ( )
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ad

FIGURE 5.14
The Owen bridge is best suited to measure large, low-Qg inductors. R, can be calibrated in inductance, Ly, and
C, in the series equivalent resistance, Rys.

By equating the real terms and then the imaginary terms in Equation 5.72, it is easy to find

R2C1
Cy

Rxs = , (5.73)

LXS = R2C1R4 . (574)

Hence, R, can be uniquely calibrated in inductance and C, in resistance (nonlinear scale).
A major disadvantage of the Owen bridge is that it requires a precisely calibrated variable
capacitor (C,) and another is that for high-Q, low inductance coils, impractically large C,
values may be required.

5.5.2.5 Anderson Bridge

The Anderson bridge is illustrated in Figure 5.15. According to Stout (1950), the Anderson
bridge gives the best convergence to nulls for low-Q coils. To analyze this bridge, we note

=

FIGURE 5.15
The Anderson bridge works best with low-Qg inductors. It unfortunately has relatively complex balance
equations.
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that at null, V, = V, — V, = 0, and voltage-divider relations can be used to find V, and V,.
Thus, we have

Vo R R . (5.75)
Vi  Rs+Rx+joOLx Rs+Ry+joC[RsRy + R3Ry + RyR; |
Setting V, = 0, we find
Ry = % (5.76)
Lx = CRs[Ry + Ry + RyRy / Rs ], (.77)
Qx = @CRs[1+ Ry /Ry + Ry /Ry . (.78)

It is easily seen that the price we pay in using this bridge, which is easily balanced with
low-Q inductors, is a relatively complex set of balance equations. R; can be calibrated for
Ly, and R; used to read Q.

5.5.2.6 Heaviside Mutual Inductance Bridge

Before discussing the circuit and balance conditions for the Heaviside mutual inductance
bridge, we should review what is meant by the mutual inductance of a transformer or a
pair of magnetically coupled coils. Figure 5.16 illustrates a simple equivalent circuit for a
transformer operating at low frequencies. Under AC SS conditions, we may write the loop
equations

V1 = Il (Rl + ](DLl) + 12 (](DM), (579)
Vz = Il (](DM)+12 (Rz +j0.)L2). (580)

M is the mutual inductance in henrys, given a positive sign for the dot convention shown
in Figure 5.16.

L Ry M Ry I
— WY S NN—O
/
+ [ J [ +
Vi \%
Ly Ly

FIGURE 5.16
Circuit model for a transformer with mutual inductance at low frequencies. L, and L, are the self-inductances of
the primary and secondary windings, respectively.
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FIGURE 5.17
The Heaviside mutual inductance bridge.

Figure 5.17 illustrates the circuit of a Heaviside bridge. At null, V, = V,; — V, = 0; hence,
we can write

I]Rl = Isz (581)

and also

V3 = Il (R1 + R3 + ]0)L3) = Iz (R2 +R4 +j(DL4)+j(DM(Il + 12) (582)

If we solve for I, in Equation 5.81 and substitute it into Equation 5.82, and then equate real
terms and then imaginary terms, we find that at null,

RyR;
Ry=—=— 5.83
-y (5.83)
and
M= M (5.84)
Ri+R,

Note that M may have either sign, depending on the dots. The transformer’s primary self-
inductance, L, must be measured with the secondary open-circuited. There is no need to
know the secondary self-inductance or the primary resistance when using the Heaviside
mutual inductance bridge.

5.5.2.7 Heydweiller Mutual Inductance “Bridge”

The Heydweiller means of measuring transformer mutual inductance uses a bridge with one
arm a short circuit (see Figure 5.18). Thus, the conventional method of examining Z,Z,=7,Z,
will not work with this bridge! Instead, we note that at null, V, = V, — 0; thus, by use of KVL,
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FIGURE 5.18
The Heydweiller mutual inductance null circuit.

V2 =0=I](R3 +j(l)L3)—j(l)M(11 +12) (585)
and also
L (R +1/j
L= 1(1';/]03(:1) (5.86)
2

If Equation 5.86 is substituted into Equation 5.85 and the sum of the real terms is set equal
to zero, we find

M = C1R2R3. (587)

Equating the sum of the imaginary terms to zero leads to

L3 = C1R3 (R] + R2 ) . (588)

Note that R; must be known, as it appears in both the expression for M and the primary
self-inductance, L;. R, and R, are manipulated to obtain the null.

5.5.3 Null Method of Measuring Transistor Small-Signal
Transconductance and Feedback Capacitance

The null circuits discussed in the following are used to measure BJT or FET small-signal
transconductance at a given DC quiescent operating point. An audio-frequency AC signal,
usually 1 kHz, is used. Measurement of small-signal transconductance is important to
verify that transistors are good and to match pairs for like characteristics when building a
discrete differential amplifier.

First, we illustrate the small-signal, modified hybrid-pi model for a BJT operating in
its linear region (i.e., neither cutoff nor saturated). This model, shown in Figure 5.19,
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FIGURE 5.19
Simplified, hybrid-pi, HF, small-signal circuit model for B]Ts.

is generally accepted to be valid for frequencies up to the BJT’s f;/3. The small-signal
transconductance, g, is defined as

Em = {alc )/ Uee = 0. (589)
avb'e

The BJT’s g,, may be approximated by

m = Te _ IC—Q. (5.90)

Vo
The capacitance C, is the DC voltage-variable capacitance of the reverse-biased, collector—
base junction evaluated at the DC operating point of the BJT. C, is the capacitance of the
forward-biased base—emitter junction, measured at the operating point; it is also a function
of the DC voltage across the junction. r, is the small-signal base input resistance. It is approxi-
mately equal to V;/Iyo. The base input spreading resistance, r,, is generally less than 100 Q,
and we set it equal to zero to simplify analysis. The output conductance, g, is generally very
small, but its exact value is not important in determining g,...

Figure 5.20 illustrates the complete circuit of the transconductance bridge. Resistors Ry
and R and DC source Vi are used to set up the DC quiescent operating (Q) point of
the BJT. A is a milliammeter to read Io, and V' is a DC voltmeter to read Vcpo. A small,
audio-frequency, sinusoidal signal, v;, is applied to the transistor’s base through a large
DC blocking capacitor, C;. Simultaneously, the inverted AC signal, —v,, is applied to the
BJT’s collector. Capacitor Cy and resistor R; are adjusted to get a null or minimum AC
signal at the v, node. A node equation for v, can be written for the small-signal equivalent
circuit of Figure 5.21. Note that v, = v;. Atnull,

0=V.[Gi+Gc+joo(Cy +Cn) |- Vi (joC +Gy ) = joCn (=Vi ) + gun Vi (591)
For V. — (, it is evident that
8m=Gi (592

and
C,=Cx. (5.93)
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FIGURE 5.20

Circuit of a null system used to measure the small-signal transconductance of BJTs. OAs are ideal operational
amplifiers. Capacitors marked “=” are large and have negligible reactance at the operating frequency. Meter A
is a DC milliammeter used to measure the BJT’s I Meter V is a DC voltmeter used to measure Vi, The null
is sensed acoustically with a loudspeaker or headphones.

A similar g, null circuit can be used to measure the small-signal transconductance of
various types of FETs. Note that a JFET’s g, at the DC operating point can be shown to
be given by

0i I
gm= i =8gmo 0 _ gmo (1—VG5/VP), (594)

v I
85 Jogs 0 DSS

where
Smo 18 the small-signal transconductance evaluated for Vg =0
Vp is the pinch-off voltage (for JFETs)
Ipgs is the JFET’s DC drain current measured for Vg =0 and Vpg>> Vg+ Vp



232 Introduction to Instrumentation and Measurements

%

> oK
WR) mE ns O l@ So.
Zm Ve

|||”—
10}
t

FIGURE 5.21
Small-signal equivalent circuit of the g, measuring circuit of Figure 5.20.

5.6 Chapter Summary

In this chapter, we have reviewed the more important audio-frequency AC bridges and null
systems used for making precision measurements of capacitance, capacitor dissipation factor
(D), inductance, inductor Q, mutual inductance, and transistor small-signal transconduc-
tance. General conditions for bridge null were derived, and the conditions at null for each
circuit have been presented. No attempt has been made to discuss the effects of stray capaci-
tances between bridge elements and the capacitance to ground offered by the two detector
terminals. These are generally not significant sources of measurement error for most AC
bridges operating at 1 kHz. A common means of compensating for detector capacitance to
ground is by the Wagner earth circuit (see Stout 1950, Sections 9 through 11 for details).

Measurement of circuit parameters at high frequencies (including video and radio fre-
quencies) requires special apparatus such as the Q meter or instruments such as the HP/
Agilent Model 4191A RF Impedance Analyzer or the Agilent Technologies” Model 4294A
RF Impedance Analyzer (40 Hz-110 MHz).

.|
Problems

5.1 The bridged-T circuit provides an alternate means to four-arm bridges for the measure-
ment of circuit element parameters. Figure P5.1 illustrates a bridged-T circuit used to
measure the parallel model for an inductor. A null at the V, node is obtained by varying
the two capacitors together, o of the sinusoidal source and R. Assume V, = 0. Find expres-
sions for w, L, R, and Qp in terms of R and C. The expressions for L, and R, should not
contain terms in R, and L, respectively. In general, Q, = R,/(®L,).
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FIGURE P5.1

5.2

for , L, R,, and Q,, where Q, = oL./R..

5.3
for R,

5.4

c|

o

cly”

Repeat Problem 5.1 for the bridged-T circuit of Figure P5.2, except find expressions
In the bridged-T circuit of Figure P5.3, find o, for null. Also find a numerical value

Figure P54 illustrates a parallel-T null circuit. Find the frequency ®, at which the V, — 0.

i
(

OV,
A AN °
Viat @ L
O,
RS
o
FIGURE P5.2
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el c” | .,
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FIGURE P5.3
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5.5 Prove that the vector conditions for null (bridge balance) are unchanged if you
exchange detector and source nodes, as shown in Figure P5.5.

5.6 At a given frequency, w, a series R-L circuit can be exactly replaced by a parallel
R-L circuit. Find expressions for L, and R, in terms of L,, R, and Q, = oL,/R..

5.7 Figure P5.7 illustrates a De Sauty bridge in which the capacitors change differentially.
The source is v,(t) = 5 sin(wt). Assume w = 1/RC, r/s. The detector can only resolve
8V, =5 pV pk. Find the smallest AC/C, resolvable.

C,+AC C,~AC

FIGURE P5.7
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5.8

5.9

5.10

5.11

5.12

5.13

A four-arm AC bridge operated at 1 kHz is at null. Z,5 = 1500 Q, Zy- = 1000 €,
Zp=7Zy, Z,,=10+1/jw 107 Q. Zy is a series resistance, R,, and a reactive element.
Find the numerical value of R, and the value and kind of reactance (L or C).

A four-arm AC bridge is operated at ® = 2nf = 10* r/s. Node D is grounded. Arm
AB is a 10-1° F capacitor. Arm BC contains the unknown. Arm CD is a pure 10* Q
resistor, and arm DA is a 12.5 kQ resistor in parallel with a variable capacitor, Cp,.
Null is obtained with Cp,, = 120 pE. Find the two series elements of Z.

A Wien bridge is shown in Figure P5.10. Find f, of the source and R, that will give
null.

A De Sauty bridge is shown in Figure P5.11:

A. Find Z,.

B. Now Zg is made 1002 Q, unbalancing the bridge. Find an expression for v,(#).

A four-arm AC bridge is shown in Figure P5.12. The oscillator frequency, o = 50,000 r/s.
Find Zy at null. Assume a series, R, + jX, model.

A four-arm AC bridge is shown in Figure P5.13. f = 1000 Hz. Assuming null, find the
constants of arm CD.

FIGURE P5.10

FIGURE P5.11
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FIGURE P5.12

FIGURE P5.13
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Survey of Sensor Mechanisms

6.1 Introduction

An input sensor or transducer is a device that permits the conversion of energy from one
form to another. It is the first (input) element in an instrumentation/measurement system.
For example, it might convert temperature to voltage. A broader definition might substi-
tute information for energy. Its linearity, range, noise, and dynamic response largely deter-
mine the resolution, sensitivity, and bandwidth of the overall system.

A transducer is a sensor that in some way obeys reciprocity; for example, its physical input
quantity is converted to an output voltage, and if a voltage is applied to the output termi-
nals, the input quantity is generated at the input interface of the transducer. Examples of
transducers include piezoelectric crystals used to sense force or pressure. Electrodynamic
devices such as loudspeakers, piezoelectric crystals, and d’Arsonval meter movements are
transducers. Obviously, not all sensors are transducers.

There are two approaches to categorizing sensors. One way, which we use in Chapter 7,
is to group together all those different types of sensors used for a given application, such
as the measurement of fluid pressure. The method, which we use in this chapter, is to
group sensors by the mechanism by which they work, such as the generation of an open-
circuit voltage due to the input QUM or a change in resistance proportional to the QUM.

6.2 Categories of Sensor Mechanisms

In this section, we present in outline form a comprehensive (yet incomplete) list of the
categories of mechanisms by which sensors work. In some cases, a physical QUM changes
the resistance of a sensor; in other cases, the sensors’ capacitance or inductance is affected;
other sensors act as generators, changing the QUM to a proportional voltage, current
or charge. In the following sections, we elaborate on details of representative sensors and
discuss their dynamic ranges, bandwidths, and the auxiliary circuitry needed to produce
a useful electrical (analog) output.

6.2.1 Resistive Sensors

The resistance of practically all resistive sensors varies around some baseline or average
value, R, as the input quantity varies. Consequently, the most widely used means for con-
verting the change in R due to the input to an output voltage is to include the transducer as

237



238 Introduction to Instrumentation and Measurements

=

FIGURE 6.1
A Wheatstone bridge with four active arms. Bridge sensitivity is four times that of a bridge with a single vari-
able resistance.

an arm of a Wheatstone bridge (see Section 4.2) or as part of an Anderson constant current
loop circuit (see Section 4.4). As long as the ratio AR/R, is <1, the bridge output voltage
will be linear with AR. As AR/R, — 1, the bridge output voltage vs. AR/R, tends to satu-
rate; hence, sensitivity and linearity are lost. In some resistive sensors, such as unbonded
strain gauge force sensors, we have available two resistors whose values increase linearly
(R, + AR) with the applied force and two resistors whose values decrease linearly (R, — AR)
with the input force. These resistors can be assembled into a four-active-arm Wheatstone
bridge that has an output linear in AR (see Figure 6.1).

6.2.1.1 Resistive Temperature Sensors

The electrical resistance of all metals and alloys increases with temperature. This increase
can be modeled by a power series equation of the form

R(T)+=R,(25°C) + (T — 25) + B(T — 25)°. ©6.1)

Here, 25°C is taken as the reference temperature, T,. The tempco of a resistive conductor
is defined as a:
dR(T)/dT

o= W 6.2)

Table 6.1 gives tempcos and useful temperature ranges for various metals used as resis-
tance thermometers, or RTDs.

RTDs are generally used in a Wheatstone bridge configuration. In order to compensate
for lead lengths and thermoelectric EMFs at junctions with the RTD material, extra leads
are run to the measurement site, as shown in Figure 6.2.

TABLE 6.1

Properties of Some Conductors Used for RTDs

Material Tempco (o)  Useful Range (°C)  Relative Resistivity (vs. Cu)
Copper 0.00393 —-200 to +260 1

Platinum 0.00390 —200 to +850 6.16

Nickel 0.0067 -80 to +320 4.4

Thermistors -0.05 -100 to +300 —
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FIGURE 6.2

Three methods for compensating for load resistance in a Wheatstone bridge used with a remote RTD. The RTD
is the resistance element in the rectangular block. (From Beckwith, T.G. and Buck, N.L., Mechanical Measurements,
Addison-Wesley, Reading, MA, 1961. With permission.)

Another type of RTD material that has a much higher tempco than pure metals or metal-
lic alloys is the thermistor, which is made from amorphous semiconductor materials, gen-
erally sintered mixtures of oxides, sulfides, and silicates of such elements as Al, C, Co, Cu,
Fe, Mg, Mn, Ni, Ti, U, and Zn. The resistance of negative tempco (NTC) thermistors gener-
ally follows the rule

R(T)=R, exp[B(;—;ﬂ 6.3)

where T and T, are Kelvin temperatures and T, is customarily taken to be 298°.
The NTC thermistor tempco is easily calculated to be

dR/dT
o=——

_ gl
=P 6.4)
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The tempco evaluated at 298 K with p = 4000 is —0.045. When used in a Wheatstone
bridge circuit, it is possible to resolve temperature changes of ca. a millidegree Celsius.

If the power dissipation of the thermistor is sufficient to cause it to warm to above ambi-
ent temperature, then fluid at ambient temperature moving past the thermistor will con-
duct heat away from it, cooling it and producing an increase in its resistance. Thus, this
mode of operation may be used to measure fluid velocity when the fluid temperature is
known.

pn junction devices (diodes) can also be used as temperature sensors. For example, the
current in a forward-biased diode is given by the well-known approximation

ip=1I [exp(% J— 1] 6.5)

where
vp is the voltage across the diode (positive for forward bias)
n is a constant ranging from 1 to 2
k is the Boltzmann constant
T is the junction temperature in Kelvins
I, is the reverse saturation current

Experimentally, it has been observed that I, varies with temperature according to the
relation (Millman 1979):

Irs(To) 2(T _To)

I(T)= 10

6.6)

where I ,(T,) is the reverse saturation current measured at temperature T,. T, is generally
taken as 300 K.

The reverse saturation current approximately doubles for each 10°C rise in temperature.
In general, the current through a forward-biased pn junction diode in a simple, series
circuit with a resistor and a battery will increase, and the voltage across the diode will
decrease with increasing temperature. Figure 6.3 illustrates a simple Wheatstone bridge
circuit that can be used to measure temperature using a diode. In this case, the diode for-
ward voltage decreases approximately by 2 mV/°C.

FIGURE 6.3
A forward-biased Si pn diode used as a nonlinear RTD in a Wheatstone bridge.
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6.2.1.2 Resistive Strain Gauges

Resistive strain gauges fall into two, broad categories: bonded and unbonded gauges.
Bonded gauges consist of fine wires or conducting films that are cemented to some struc-
tural beam or machine part in which we wish to measure the strain. The minute elonga-
tion or compression of the beam in response to a mechanical load causes a length change
in the bonded gauge conductors. This length change, in turn, causes a small change in
the resistance of the conductors that is usually sensed with a Wheatstone bridge circuit.
Unfortunately, strain gauges also respond to temperature changes, a property that must
be compensated for in design.

To examine how a strain gauge works, we consider a length of wire, L cm, with a circular
cross section of area A cm?, and a resistivity of p ohm cm. The resistance of this wire (at a
given temperature) is given by

R= % ohms. 6.7)

If the wire is stressed mechanically by a load W Newtons (or pounds), a stress of s = W/A
Pascals (or psi) will occur. (A is in m? for the SI (or MKS) units and in.? for the English
units.) As the result of this stress, a strain, &, will occur, given by

SZATL:%in./in.orm/m, (6.8)

where Y is the Young’s modulus for the material of the wire, generally given in psi in the
United States.
Using a Taylor’s series expansion on R, we can write

AR = ("LZ )AA +(L )Ap +(p )AL ohms. ©69)
A A A

To obtain the fractional change in R, we divide the equation given earlier with Equation
6.7 for R:

SR SO AR O (6.10)

We now define the gauge factor, GF, as

_AR/R_AR/R _, Aplp  AA/A

GF = = .
AL/L € AL/L  AL/L

6.11)

The right-hand term in Equation 6.11 is Poisson’s ratio, p. From Equation 6.11, we can calculate
the change in resistance, AR, for a given strain, e. For example, if we load a 0.01” diameter
steel wire with a 1 1b load, this causes a stress of 1/(x x 0.0052) = 1.27 x 10* psi. The strain
caused by this stress is € = s/Y = 1.27 x 10%/3 x 107 = 4.23 x 10~*in./in. or 423 microstrains.
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Assume the wire has an unstrained resistance of 220 ohms, and the gauge factor, GF, is 3.2.
AR is then given by

AR = GFeR=+0.298 ohms. 6.12)

The output voltage of an initially balanced, equal-arm, 220 ohm Wheatstone bridge with
a 6V excitation, V,, which includes the wire described earlier as one arm, would be

v, =y AR _g 0298 ;3. 6.13)
4R~ 4(220)

The outputs of strain gauge bridges generally need amplification. Sensitivity to tempera-
ture changes can be reduced by using two matched gauges on one side of the bridge; the
lower one is active, the upper one is unstrained and acts as a thermal compensator for the
active bottom gauge. Both gauges are at the same temperature. See Beckwith and Buck
(1961) for an excellent description of bonded strain gauge applications. A good discussion
of the sources of error in bonded strain gauge systems can be found in Lion (1959).

The frequency response of bonded strain gauges depends in large part on the mechani-
cal properties of the structure to which they are bonded. It generally ranges from DC
through the audio range.

Unbonded strain gauges are used in several applications: the direct measurement of small
forces and the measurement of pressure (pressure acts on a diaphragm or piston to pro-
duce a force). Figure 6.4A shows the innards of an unbonded force-sensing strain gauge.
There are two pairs of wires under tension. When force is applied in the direction shown,
the left-hand pair is strained more, and the right-hand pair less. Due to this asymmetry,
one pair of wires’ resistance increases, while the other pair’s decreases a like amount. The
two pairs of wires are connected to form a Wheatstone bridge having inherent tempera-
ture compensation, as shown in Figure 6.4B. Typically, the maximum AR/R attainable at
full-rated load is about 0.01. The bridge excitation voltage is practically limited, as in the
case of bonded gauges, by power dissipation in the wires and the effects of heating on their
resistances.

Unbonded strain gauges exhibit a mechanical resonance that limits their HF response.
The taught resistance wires and the moving armature form a spring and mass system that
typically resonates at some audio frequency. Some unbonded strain gauge transducers
are designed to have a full bridge output, that is, two of their four wire elements are resis-
tors that increase like amounts, while two other wire elements decrease in resistance like
amounts due to applied force. Zero output balance of a four-arm bridge at zero force is
usually done with a potentiometer connected as shown in Figure 6.4B.

6.2.1.3 Photoconductors

Photoconductors (PCs) are materials whose resistance decreases upon illumination with
light. (They should not be confused with photodiodes or solar cells, which can produce
an EMF or short-circuit current in response to the absorption of light quanta.) Uses of PCs
include exposure meters for cameras, light sensors in spectrophotometers, light sensors in
a variety of counting systems where an object interrupts a light beam illuminating the PC,
systems that sense a decrease of overall ambient illumination and turn on outside lighting
(of course, the lighting must not be sensed by the PC), oil and gas burner safety systems,
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FIGURE 6.4

(A) A four-arm, unbonded strain gauge force sensor. With zero applied force on the armature, the four resis-
tance windings are under equal tension. When a force is applied to the armature in the direction shown, strain
increases in R, and Ry and decreases in R¢ and Rp,. (B) Schematic diagram of the four-arm, unbonded strain
gauge force sensor. R, is used to obtain an output null at zero or reference force.

and burglar alarms. PCs are also called light-dependent resistors or photoresistors. Figure 6.5
illustrates the cross-sectional schematic of a typical PC device. Note that it is a thin wafer.

PCs can be made from a number of intrinsic and doped semiconductor materials.
Each semiconductor has a distinct spectral response to light, ranging from UV to FIR.
Absorption of light quanta with a certain energy range by semiconductor substances pro-
duces electron-hole pairs that enter the conduction band and drift in an applied electric
field and contribute to the current passing through the semiconductor. Greatest PC sensi-
tivity occurs when the absorbed photons have energies equal to or slightly greater than the
semiconductor’s bandgap energy.

For example, cadmium sulfide (CdS) with an energy gap of 2.42 eV works best in
the visible range of wavelengths. Germanium and indium antimonide with energy
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Electrode

FIGURE 6.5
Diagram of a PC slab.

bandgaps of 0.67 and 0.18 eV, respectively, are used in the near and far infrared (IR)
wavelengths, respectively. EG&G-Judson Infrared offered a J15D series of mercury cad-
mium telluride PCs, which operate in the 2-22 pm band (far IR). These PCs are operated
at 77 K and are used for IR spectroscopy, thermography, CO, laser detection, and mis-
sile guidance. Their response time constants range from 0.1 to 5 ps, depending on the
lifetime of electrons in the crystal, which in turn depend on material composition and
temperature. HgCdTe photoconductive detectors generate 1/f noise, which limits their
resolution below 1 kHz.

CdS PCs are often made by depositing a thin layer of the material on an insulating
(ceramic) substrate, often in a zigzag pattern to increase the effective length of the conduc-
tor’s path, hence its resistance.

The frequency response of PCs (in response to modulated light intensity) depends on,
among other factors, the intensity and wavelength of the incident light, the Kelvin temper-
ature of the PC, and the amount of metallic impurities in the semiconductor that can trap
charge carriers and delay their spontaneous recombination. It can be shown that when the
recombination time constant, t,,, is large (corresponding to a low HF response), the gain of
the PCis high. A short time constant, giving good HF response, results in lower gain (Yang
1988). Gain is defined by Yang as the ratio of carriers collected by the ohmic contacts to
the carriers generated by photons per unit time. The range of frequency response of PCs
ranges from over 1 MHz to below the audio range. Germanium and lead sulfide have rela-
tively broadband responses (10’s of kHz), while materials such as selenium and cadmium
sulfide have bandwidths in the hundreds of Hz.

Table 6.2 lists some of the materials used in PCs, their bandgap energies in eV, and the
wavelength of their peak spectral response.

In general, the total current in a PC can be written as follows:

Ipc = V[Gp +Gp] (6.14)

where
V, is the bias voltage
Gp, is the equivalent dark conductance
Gp is the photoconductance
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TABLE 6.2
Properties of Some Photoconductors
Wavelength of Peak
PC Material (Temp) Bandgap Energy, eV Response, &, pm Rise Time/Fall Time
ZnS 3.60 0.345
Cds 2.40 0.52 30 ms/10 ms
CdSe 1.80 0.69 15ms/15 ms
CdTe 1.50 0.83
Si (intrinsic) 1.12 1.10 1ps/1ps
Ge (intrinsic) 0.67 1.85 0.1 ps/0.1 ps
PbS 0.37 3.35
InAs 0.35 3.54 ~1 ns
Te 0.33 7.75
PbTe 0.30 4.13
PbSe 0.27 4.58 2 s
HgCdTe (77 K) 5.0 */5 s
InSb (77 K) 0.18 6.90
GeCu (4 K) 25
GeBe (3K) 55

* not known.

Gyp can be shown to be given by (Yang 1988)

GP=IP=EmTP("L§+““)[RX:|S 6.15)
V., L he

where
T, is the mean lifetime of holes
Hp = |vp/E| is the hole mobility in cm?/V -s
Hn = |v./E] is the electron mobility in cm?/V -s
v, and v, are the mean drift velocities of holes and electrons, respectively
E is the uniform E-field in the semiconductor
g,n, P, A, h, and ¢ have been defined earlier

Note that in general, p, > p,.. L is the distance between the electrodes.

The expression for G, is an approximation, valid up to the cutoff wavelength, A.
[PM/hc] = @, the incoming number of photons/s on area wL m?2. The dark conductance of
a Si PC, Gp, can be found simply from the room temperature resistivity of Si, p, and the
geometry of the PC. For example,

A _wd_ 02emx0000lem _y 540,900 g (6.16)
pL  pL (2.3x10°Q cmx0.02 cm)*

D

The photoconductance for a Si PC illuminated by 1 yW of 512 nm photons is, from
Equation 6.15,

Cb 19 n TP41 cmz/V-s W6 m 0
Go = 1.6x10 ><0.8><13 (1350 + 450) 10 ><5}324><10 = 5935x104S.  (6.17)
102 6.625]><10 ><3><}0

A great advantage of PCs is their unique ability to respond to mid-infrared (MIR) and FIR
photons at wavelengths not sensed by PIN PDs or APDs. We note that for various materials,
as the bandgap energy decreases, ). increases, and the PC’s response time constants decrease.
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FIGURE 6.6
An OA is used as an operational transresistor to condition the photocurrent from a PC. The OA should have
low-DC drift, such as found in a chopper design.

Certain PCs also are unique in being able to convert incident x-ray photons to a con-
ductance change. X-ray sensing PCs are made of amorphous selenium (a-Se) (Soltani et al.
1999). An a-Se PC with E = 10 V/um produces ca. 10° electron-hole pairs per 50 keV x-ray
photon. There is a 50% attenuation of a 50 keV electron beam in d = 365 pm a-Se. Soltani
et al. describe a charge-coupled, x-ray photon sensing array using a-Se sensors that have
superior image resolution to phosphor x-ray sensors.

Figure 6.6 illustrates a simple OA circuit that gives V, « P;. Note that R is used to cancel
the PC’s dark current. A Wheatstone bridge can also be used to convert photoconductance
to output voltage, albeit nonlinearly.

Unlike PDs, PCs make thermal noise. It can be shown that the total MS noise current
input to the OA’s summing junction is

2ot ={4KT[Gp +Gp + G + G+ i2,} B MSA. 6.18)

Note that the MS noise increases with input light power because G, increases with P;. In
addition to the noise current, the OA also has an equivalent, short-circuit input noise volt-
age, ex,B MSV.

6.2.1.4 Conductive Relative Humidity Sensors

Humidity sensors respond to the amount of water vapor in the air or other gas. In this
section, we will consider only those humidity sensors that change their conductance in
response to the partial pressure of water vapor to which they are exposed. In one embodi-
ment, the Dunmore sensor, two, noble metal wires are wound in the form of two, nontouch-
ing helices on an insulating bobbin or form. A thin, hygroscopic coating consisting of an
ionizable salt covers the wires. As the humidity increases, the salt in the coating reversibly
absorbs water vapor and dissociates into ions. The ions conduct electric current, which is
an increasing function of the humidity. This sensor’s conductance increases with humid-
ity. Because this sensor is an electrochemical system, the use of DC excitation for the bridge
and sensor will lead to polarization and possible electrolysis and chemical breakdown of
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the hydrated salt. Polarization due to ion migration causes the apparent resistance of the
sensor to increase, hence causes erroneous readings. The ionizable salt humidity sensors
must be used with low-voltage, LF, AC excitation to prevent these problems.

Lithium chloride, potassium dihydrogen phosphate, and aluminum oxide have been
used in various conductive humidity sensor designs (Lion 1959). The sensors using only
lithium chloride appear to respond to a limited range of humidity, which is dependent
on the LiCl concentration. The sensor’s resistance is strongly dependent on temperature,
which affects water absorption and dissociation of the salt. At constant temperature, the
LiCl sensor’s resistance decreases logarithmically over a three- or four-decade range in
proportion to the relative humidity.

Figure 6.7A illustrates a wide-range relative humidity sensor described in Lion (1959),
attributed to Cutting, Jason, and Wood (1955). An aluminum rod was coated at one end

Porous conducting
layer

Aluminum oxide

Aluminum rod

107

10°

10°

' / \\

108

C, pF; R, ohms
a

10%
0 20 40 60 80 100

(B) % Relative humidity

FIGURE 6.7

(A) Cross section through an aluminum oxide humidity sensor. (From Lion, K.S., Instrumentation in Scientific
Research: Electrical Input Transducers, McGraw-Hill Book Co., Inc., New York, 1959. With permission.) (B) Plot of
an aluminum oxide humidity sensor’s equivalent parallel resistance and capacitance as a function of relative
humidity (RH). (From Lion, K.S., Instrumentation in Scientific Research: Electrical Input Transducers, McGraw-Hill
Book Co., Inc., New York, 1959, Figure (1-7)8. With permission.)
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with an aluminum oxide layer and then a porous conducting layer such as graphite or vapor
deposited metal. This sensor is used with AC excitation. Figure 6.7B, adapted from Lion,
shows the sensor’s resistance varies from about 5 MQ at 0 RH to about 2 kQ at 100% RH.
Of special interest is the fact that there is a corresponding increase in sensor capacitance from
about 500 pF at 0% RH to 10° pF at 100% RH. Hence, an AC, capacitive-sensing bridge can also
be used to obtain sensor output, as well as an AC Wheatstone bridge. This humidity sensor is
unique in that it is claimed to be temperature insensitive over a —15°C to 80°C range.

Commercial humidity measurement systems and sensors are offered by several compa-
nies. Omega Corp. (2013) markets several different humidity sensing transmitters that use
a thin-film polymer capacitor sensor (the HX92 family). These sensors run on 6-24 VDC,
and the output is either current (4-20 MA for 0%-100% RH; model HX92A) or voltage
(0-1V for 0%-100% RH: model HX92V).

Ohmic Instruments Co. offers a series of conductive humidity sensors based on water
vapor absorption by dissociable salts. They offer 10 different Dunmore-type sensors,
each with a narrow range of RH sensitivity. Sensor resistances vary from over 10 MQ to
under 1 kQ over their narrow ranges of RH sensitivity. A broad-range instrument (model
WHS 5-99L) covering from 5% to 90% RH uses four, overlapping, narrow-range sensors in
a weighted resistor network, and a 60 Hz excitation is used.

Thunder Scientific Corp. has developed and marketed what they call the Brady array humid-
ity sensor. From published technical specifications, this sensor is a precise array of semicon-
ductor crystals and interstitial spaces. Physical adsorption of water molecules from water
vapor somehow causes an increase in conduction band electrons in the crystals, raising con-
ductivity. Unlike the Dunmore-type sensors that require water vapor adsorption and ionic
dissociation, the Brady sensor operates on a purely physical basis and thus has a very rapid
response time to step changes in RH (in hundreds of milliseconds) vs. minutes for Dunmore
sensors. The simplest circuit for a Brady sensor consists of a 5 VRMS, 1000 Hz voltage source in
series with the sensor and a 1 MQ resistor. The voltage across the 1 MQ resistor is proportional
to RH. Brady sensors work over a range from nearly 0% to 100% RH. They have been shown to
work normally in atmospheres of water vapor in air, oxygen, nitrogen, CO,, hydrogen, natural
gas, butane, and vapors from various hydrocarbons such as acetone, trichloroethylene, jet fuel,
gasoline, kerosene, and oils. Their working temperature range has been given as —20°C to
+70°C. Typical accuracy is stated as +2% of indicated RH, and resolution is 0.1% RH.

Temperature compensation of a Brady sensor is easily accomplished by taking a like
sensor and hermetically sealing it so that it is at 0% RH and then using the sealed sensor
as an element in the reference side of a Wheatstone bridge (see Figure 6.8). A temperature-
compensated Brady array is claimed to drift no more than 1 mV/°F over the —20°C to +70°C
operating range. This is 0.02% of full-scale per degree Fahrenheit.

Calibration of resistive and other kinds of RH sensors is traditionally done by using
saturated salt solutions at known temperatures. For example, at 25°C, the RH over a satu-
rated aqueous LiCI(H,O) solution is 11.3%; over MgCl,(6H,0), it is 32.8%; over K,CO,, it is
43.2%; over NaBr, it is 57.6%; over NaCl, it is 75.3%; over KCl, it is 84.3%; and over K,SO,, it
is 97.3%. Generally, as the temperature of the saturated salt solution and the atmosphere
over it increases, there is a slight reduction of RH, with the exception of sat. LiCl, which
maintains 11.3% from 5°C to 25°C (Groselj 2010).

6.2.1.5 Direct Resistance Change Used to Sense Position or Angle

Direct measurement of shaft angle in applications such as electromechanical, position
feedback control systems is often done by coupling the shaft either directly, or through



Survey of Sensor Mechanisms 249

7
R, at N /" Ryat Tand RH
N\, 7
and 0 RH

FIGURE 6.8

Two Brady humidity sensors are used in a Wheatstone bridge to obtain temperature compensation over a wide
range; sensor R, is sealed at 0% RH and responds only to temperature changes.

gears, to a single- or multiturn potentiometer. The potentiometer can be one arm of a
Wheatstone bridge or used as a voltage divider. Often, a feedback linearization circuit is
used with a bridge, such as shown in Figure 6.9, to produce a voltage output that varies
linearly with potentiometer resistance (shaft angle). The potentiometers used in such shaft
angle transduction must be linear and have high resolution. The resolution of a standard
wire-wound, 3, 10- or 14-turn potentiometer is limited by the wiper connected to the shaft
making contact with individual turns of the helically wound resistance wire. One way to
avoid this problem is to use potentiometers that have a continuous, cermet or conductive
plastic resistance materials.

Potentiometers used as angular position sensors typically are specified to have inde-
pendent linearity over their total range of rotation. The Bourns 3400 series of 10-turn,
wire-wound potentiometers typically have +0.15% independent linearity and are

R
AYAAY,
R
- AN
OA
+
1 R
= NV
RIKp
AYAAY, -
DA f\/\/\/7 OA
R +
%
oI

FIGURE 6.9

A feedback circuit giving Wheatstone bridge output linearization where the variable resistance varies linearly
over a wide range as a function of the QUM, such as a shaft angle.
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available with +0.05% independent linearity. The Bourns 3400 series has a resistance
tempco of +0.007%/°C. Conductive plastic potentiometers, such as the Beckman
Instruments single-turn, 6550 series, have independent linearities of +0.5% and temp-
cos of —150 to +300 ppm. Cermet potentiometers, such as the single-turn, Beckman
Instruments 6300 series, have also have independent linearities of +0.5% but have lower
tempco ranges of +100 ppm.

In addition to precision rotational potentiometers for angle sensing, linear displace-
ments can be measured with linear potentiometers, that is, pots whose resistance varies
linearly with the linear position of the wiper. The Beckman Instruments series 400 recti-
linear potentiometer series uses an infinite resolution, cermet resistance element. Wiper
travel lengths range from 0.6” to 6.1” in various 400 series models. Linearity ranges from
+1.35% for the 0.6” model to +0.25% in the 6.1” model.

One disadvantage of potentiometers as position sensors is that they require some extra
torque or force to move their wipers. Another disadvantage is that because of the wiping
action, they eventually wear out. Optical coding disks need no wipers and are limited
in resolution by the number of output bits available. An LVDT can operate with negli-
gible friction if a Teflon lining is used in its core. Still, potentiometers offer an inexpensive
means of sensing angular or linear position in a number of applications.

6.2.1.6 Sensors Based on the Giant Magnetoresistive Effect

The giant magnetoresistive (GMR) effect is a physical phenomenon in which a magnetic
field changes the resistance of a layered, thin-film sensor. GMR is a relatively new effect
discovered in the late 1980s by Peter Gruenberg of the KFA Research Institute in Julich,
Germany, and independently by Albert Fert at the University of Paris-Sud. Researchers
at IBM extended the initial work on GMR devices; they developed sensitive GMR trans-
ducers based on sputtered thin-film technology. IBM’s purpose for developing sensitive,
miniature GMR devices has been to improve the data density stored on computer floppy
and hard drive magnetic disks. IBM also calls their GMR sensor the spin valve read head.

GMR sensors have a resistance that is modulated by an imposed magnetic flux density;
thus, a Wheatstone bridge can be used to sense the AR/R,;, hence the AB. Unfortunately,
GMRs are not particularly linear, which makes them acceptable for binary applications
but presents problems for linear analog sensing unless feedback is used (Smith and
Schneider 1999).

A basic GMR sensor is a multiple-layer, thin-film device. In its simplest form, it has a
nonmagnetic, conductive spacing layer sandwiched between two ferromagnetic film lay-
ers. Usually, the magnetization in one ferromagnetic layer is fixed or pinned, along a set
direction lying in the plane of the layer. In the absence of an external B-field, the resistance
of the conductive layer is maximum, R,,. The magnetization of the free magnetic layer is
allowed to rotate in response to an externally applied magnetic field vector lying in the
plane of the free layer. Lowest GMR sensor resistance occurs when the pinned and free
layers are magnetically oriented in the same direction. There can be a 10%-15% decrease
in R, due to external applied B, before the GMR effect saturates at high |B|. If the B vec-
tor reverses sign, we observe basically the same negative AR, except for the small hyster-
esis present. This is because electrons in the conductor layer with parallel spin directions
move freely in both films. Higher resistance occurs when the magnetic orientations in the
two films oppose each other, since movement of electrons in the conductor of either spin
direction is hampered by one or the other magnetic films. Depending on the strength and
orientation of the applied external B field, the pinning direction, the materials used, and
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their thicknesses, the Ry, = f(B,, 6, ¢) curve can have a variety of shapes (Wilson 1996). (Note
that ideally, for maximum sensitivity, B = B,, i.e., B is parallel with the x-axis; the GMR sen-
sor lies in the x, z plane. Using polar coordinates, ¢ is the angle B makes with the y-axis,
which is 1 to the x, z plane, and 6 is the angle the projection of B on the x, z plane makes
with the x-axis. So for maximum sensitivity, 6 = 0% and ¢ = 90°)

In many cases, the GMR Ry, = f(B,) curve exhibits both hysteresis and some dead zone
as shown in Figure 6.10. This GMR sensor has the crossed easy axis configuration in which
the applied B is perpendicular to the free layer easy axis and the pinning layer magnetiza-
tion direction is parallel to B. The response is linear around a Q-point, Q, and is relatively
hysteresis free (Wilson 1996). Because of its magnetic sensitivity, the GMR must be mag-
netically shielded from the Earth’s field and stray magnetic fields from man-made power
wiring and machinery. To use such a sensor as a linear device, it must be magnetically
biased around the Q-point.

Much research is currently underway to improve the linearity and sensitivity of spin
valves or GMR sensors. Attention is being paid to the use of multiple-layer thin films
of various compositions, including two pinned layers; 6-12 layers are being studied by
Fujitsu (Kanai et al. 2001).

GMR sensors are available commercially. Infineon Technologies AG offers a four-ele-
ment GMR IC package (TLE5012) in which the four GMRs are connected in a bridge to
measure the orientation of B in X and Y. Their TLE5012 sensor is intended as a vector posi-
tion sensor in that the bridge output is sinusoidal function of the input magnet’s B-field
angle. The magnetic-field-free value of each resistor is ca. 700 Q. Rhopoint Components of
Oxted, Surrey, United Kingdom, offers a 12-sensor GMR device kit (AG910) for experi-
menters and R&D use.
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FIGURE 6.10
Resistance vs. applied magnetic field intensity in Gauss for a typical GMR magnetosensor.
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Magnetoresistance vs. Gauss characteristics of a commercial GMR sensor. Note that the curve is even in B and
has a slight hysteresis.

Nonvolatile Electronics Inc., Eden Prarie, MN (NVE), also markets GMR sensor assem-
blies based on antiferromagnetic coupling. The NVE GMR sensors have fairly linear R(B)
characteristics showing maximum resistance at 0 G (see Figure 6.11). The NVE sensor
was determined graphically to have a maximum AR/AB = 12.9% and fractional sensitiv-
ity, Sg, of

_ AR/ Rno

Si =3.575x10"* G\ (6.19)

NVE claims that if one of their GMR sensors uses a high-permeability external flux con-
centrator and 5 V excitation, 100 G will give a 350 mV voltage change. They compare that
to a 5mV output from a Hall sensor given the same input.

NVE also makes gradiometer GMR assemblies in which two matched GMR resistors are
placed at each end of a rectangular bar, spaced at a distance of 0.5 or 1.0 mm. The four GMR
sensors are connected in a Wheatstone bridge circuit. The gradiometer gives no output
if the magnetic field is equal at each sensor. If a magnetic field density gradient exists over
the separation length of the sensors, two at one end (S; and S;) will be in a stronger field
than the pair (5, and S,) at the other end. Hence, the bridge is unbalanced and produces an
output. Figure 6.12 illustrates the gradiometer chip and bridge circuit. If there is no gradi-
ent in B,, that is, dB,/dx = 0, then assume all four of the GMR sensors are subject to equal
B,, and all have resistance R, — R, and the bridge is balanced. Now let B, at the right end
of the chip be larger by some amount, AB. This causes the resistances of sensors S, and S,
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FIGURE 6.12
Circuit and diagram of a GMR gradiometer Wheatstone bridge.

to be smaller than those of S, and S,. In summary, with AB > 0, Rg; = R, — 6R, = Rg;, and
Rg, =R, — 8R = Rg,, where clearly, 8R, > 8R. Using the voltage divider relation, we can find
the unbalanced bridge output:

R,—8R  R,—8R, (3R, —8R)
2R, —(8R+8R,) ZRO—(5R+8R+):|tVB{2RO—(6R+8R+):|1>ﬁ' €20

Vo 201—1)2:VB|:

If R + 8R,) < 2R, then
Vs

v, =B (5R, —8R) = ZV—I‘;O(ASR) > 0. 621)

0

Note that if the gradient in B, is reversed, v, < 0.

6.2.1.7 Anisotropic Magnetoresistance

The basic magnetoresistive effect was first described by Lord Kelvin (William Thompson)
in 1856 in bulk ferromagnetic materials. Like many great discoveries in science, it took
over 100 years for the development of thin-film, lithographic, semiconductor technology
to realize practical AMR devices. The basic AMR device consists of strips of a thin film
of permalloy (nickel-iron alloy) deposited on a silicon wafer and arranged in a barber
pole geometry (Caruso et al. 1998). Figure 6.13 illustrates four AMR sensors arranged in a
Wheatstone bridge.
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FIGURE 6.13
(A) Four anisotropic magnetoresistor devices arranged as a linearized magnetosensor. (B) Wheatstone bridge
circuit for the four-element magnetosensor.

The phenomenon of anisotropic magnetoresistance can be observed in any ferromag-
netic material. It is best described in terms of quantum mechanics; it is due to spin—orbit
interactions in conduction band electrons in the metal. The anisotropy in AMR refers to the
fact that the sensor’s resistance is a function of the angle between the current density vec-
tor, J,, in the sensor, and the internal magnetic flux density, B;. B; is the vector sum of the
internal B, (the QUM) and the internal, fixed B,,. Thatis, B; = B, + B,,,. Figure 6.14 illustrates
the B vector summation at a point P in the AMR film. Note that the larger B, is in the film,
the lower the angle between the current density vector, J, and the net internal flux density
vector, B;. The AMR sensor’s resistance increases nonlinearly with decreasing angle, 6;; it is
maximum when 6; = 0. The graph in Figure 6.14 illustrates how the vector addition of B,
and B,, affect AMR sensor resistance when the initial angle between B, and J is 45°.

The sensor’s Ravr = f ([Bi|) can be linearized by tinkering with the sensor geometry and
biasing (Ripka et al. 1998). AMR device composition is generally proprietary, but thin
films of permalloy are often used. AMR sensors made by Honeywell Sensor Products,
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FIGURE 6.14
(A) B vector summation at a point P in an AMR film. (B) Ry vs. applied |B,| for the AMR sensor.

NVE, and Philips have integrated feedback coils and reset (flipping) coils used to saturate
the sensor material’s B,, in a direction orthogonal to the input axis (preferred direction)
to avoid distortion of the sensor characteristic caused by perpendicular fields (Ripka et al.
1998). Bridge output sensitivity is usually given in V/V/applied magnetic field. The first V
is the bridge output voltage, the second V is the bridge excitation voltage, Vy, which is
generally around 3-5 V. Magnetic field is given by some writers in Oersteds (cgs); an Oe is a
unit of magnetizing force. SI magnetizing force is H in amps/m. Still others specify mag-
netic field, B, in Gauss (cgs). Note that 10* Gauss equal 1 Tessla = 1 Weber/meter? (SI units).
Gausses and Tesslas are units of magnetic flux density. In air, a uniform, 1 Oe magnetizing
force creates a 1 G flux density, that is, B = p H.

Useful input flux density range for AMR bridge sensors is from ca. 5 pI to 1 mT. By
contrast, GMR sensors’ useful ranges lies between 10 uT and 10* T. A SQUID sensor (see
Chapter 8) works between 10 fT and 10 T (W/m?) (Caruso et al. 1998). The horizontal com-
ponent of the Earth’s magnetic field in Cambridge, MA, is ca. 1.7 x 10-> W/m? or 0.17 G; the
vertical component is ca. 0.55 G (Sears 1953). These values are well within the sensitivity
range of AMR sensors.

Consider the example of designing a simple AMR sensor compass, designed for use on
a level platform tangential to the Earth’s surface. A handheld AMR compass with a bubble
level used by hikers and a gimbaled AMR compass in a motor vehicle are representative
applications. An AMR compass to be used on a platform that can experience roll, pitch,
and yaw, such as a boat or aircraft, requires three AMR sensors with preferred directions
along the X-, Y-, and Z-axes, as well as roll and pitch inputs from rate integrating gyros
or clinometers (Caruso and Withanwasam 1999). The stable, horizontal platform compass
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FIGURE 6.15
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Six vector diagrams illustrating the conditions in an AMR sensor used to sense the Earth’s magnetic field, By.
PD is the sensor’s preferred direction (direction of maximum response). J is the current density vector in the
AMR film, B, is the internal magnetizing flux density, and B, is the net internal flux density vector.

uses two AMR sensors with orthogonal preferred axes along the X- and Y-axes defin-
ing the plane of the platform. Figure 6.15 illustrates the vector magnetic field conditions
inside one sensor strip as a function of the direction of the external magnetic field vector,
By, with respect to the sensor’s preferred input direction (PD). Many such sensor strips
are incorporated in bridge sensor, S,. The second sensor bridge (S,) is close to S; and has
its PD rotated 90° clockwise from PD1. Because of the vector summation of the internal
magnetizing flux density, B, and the horizontal component of the Earth’s magnetic field,
By, the output of the S, bridge varies cosinusoidally with the compass direction; 6. 0 in this
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example is measured as the angle between PD1 and the north-pointing vector, By. Thus,
for example, if PD1 is pointing toward magnetic east, 8 = +90°. We assume the S; sensor
bridge output voltage, V,;, follows the magnetically induced resistance change and can be
modeled by the relation

Vo= (me + % J-i- (AZV )Cos(e). 6.22)

It is be easily shown that the voltage output of the orthogonal S, bridge follows the approx-
imate relation

V02 = (Vmin + % }— (A;/ )Sln(e) (623)

Equations 6.22 and 6.23 can be solved simultaneously to find an expression for 6:

9:tan—l{(vmin'{'Av/z)_VoZ}' (624)

Vol - (Vmin + A‘//2)

A microcomputer can calculate 6 from the variable inputs V,; and V,, and the constants
Vinin and AV and display it digitally in degrees of heading, magnetic. Note that because [By|
remains constant, and only its angle changes, V,;, and AV remain constant.

Many other interesting applications of AMR sensor bridges exist: for example, count-
ing moving vehicles based on their perturbation of the Earth’s magnetic field or the field
of man-made magnets is possible using two- or three-axis, AMR sensor arrays. Vehicle
counting can also be used to insure efficient operation of parking lots and garages. Vehicle
direction of travel can also be determined. Another application of the AMR sensor bridge
is galvanically isolated current measurements, from DC up to 10-15 MHz. The tangential
component of the solenoidal B-field surrounding a current-carrying wire at some point P
at a radius R from the center of the wire is given by

_ uol 2
Br = onR) W/m?. (6.25)

Here, we assume that the wire is of infinite length, and its radius r <« R (Sears 1953). If
lower currents are to be measured, the field at the center axis at the end of an N-turn sole-
noid coil is

_ WoNI
(2L)

B, (6.26)

where
L is the solenoid’s length
N is the number of turns in the coil (see Figure 6.16)

Curiously, the coil diameter drops out of the equation for B,,. Figure 6.16 illustrates these
two geometries for AMR current sensors.
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FIGURE 6.16

Galvanically isolated current measurement using AMR magnetosensors. (A) The sensor responds to the sole-
noidal B field surrounding a single, current-carrying conductor. The tangential B field is given by By = p,I/(2nR).
The current I can be DC or power line frequency AC. (B) A solenoidal coil can be used to increase sensitivity. It
can be shown that the B field at the end of the solenoid is B,, = p,NI/(2L), where y, is the permeability of empty
space = 4xn x 10”7 H/m, L is the solenoid’s length in meters, N is the number of turns on the solenoid, R is the
radial distance from the single conductor to the sensor, and R > r.

AMR sensors also find application in counting paper currency that has magnetic ink or
a magnetic stripe embedded in the paper. A biasing magnet’s field is disturbed by the bill
as it moves by the magnet; this perturbation is sensed by the AMR sensor. This technique
can easily detect counterfeit bills and be used to sort moving bills by denomination; it is
far less expensive than optical character reading (OCR) techniques.

Still another application of AMR (or for that matter, GMR) sensors is a prototype IsoA
design by the author. The heart of this circuit is shown in Figure 6.17. An AMR sensor is
connected as a Wheatstone bridge. The bridge can be powered with either DC or AC; if
AC is used, a PSR must be placed between DA, and the integrator, and also, the excita-
tion frequency, o, must be much higher than the highest frequency in (v, — v,). DC bridge
excitation is shown. The voltage difference under isolated measurement is converted to a
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Vp

FIGURE 6.17
A prototype IsoA designed by the author using an AMR bridge in a servo-nulling mode.

signal current i, by a VCCS with transconductance, G,,,. The current i, through the left coil
creates a field B, that lies along the AMR sensor’s PD. B, causes identical changes in the
barber pole AMRs, AR, which in turn unbalance the bridge. The bridge output, (v; — v,),
is amplified by DA, and serves as the input, v, to the integrator. The integrator output, v,
causes a feedback current, 7, to flow, which forces B; = —B,. Because of the integrator, v; =0
when i; = i, B; = —B,, and the bridge is at null. The output voltage of the OA transresistor is

Vo = ifRf = GMUfRf. (627)
Thus, the isolated input voltage is
i = 22 =i, = (0, ~0)KpiG
f Rf s 1 2)IND1VYm (628)
\A
v
—v)=— 0 6.29
(01 ~,) RiKpiGon (6.29)
It is also possible to show
(01—02) ="~ (6.30)
1 2 KDl

Galvanic isolation of the AMR bridge IsoA depends on the insulation between the chip
containing the AMR bridge and the signal input coil. Both capacitance between the coils
and the chip and the dielectric breakdown of this insulation are important for effective
galvanic isolation.
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Readers interested in the technology of magnetic field sensing and its applications
should see the paper by Caruso et al. (1999a) and Honeywell Sensor Products applications
note AN211 (2002).

6.2.2 Voltage-Generating Sensors

A wide variety of physical sensors generate an EMF in response to some input quantity.
In most cases, the magnitude of the induced EMF is linearly proportional to the input
quantity. Often, the induced voltage is very small, and special types of signal conditioning
must be used.

6.2.2.1 Thermocouples and Thermopiles

Thermocouplesare traditionally used to measure temperatures, often atextremes. Thermopiles
are close arrays of thermocouples arranged in series to have great sensitivity and resolution;
they are generally used to measure the energy of EM radiation at optical frequencies, such
as from lasers; total absorption of the radiation causes a minute temperature rise, measured
by the series thermocouples. Thermopiles also have a newer application as thermoelectric
generators (TEGs), power sources for wireless sensors (WSs), and wireless data transmis-
sion (WDX) systems. Thermopiles can also be used in the NIR-FIR (700-30,000 nm) to sense
blackbody heat radiation from a variety of sources, including human skin where subcutane-
ous human blood vessels (e.g., the human temporal arteries in the forehead) determine skin
temperature. The FIR wavelength range for a noncontact, thermoelectric thermometer is set
by the choice of front window material on the sensor. For example, see the transmission char-
acteristics of various materials used in IR optical systems in Figure 7.117. IR/FIR thermopiles
are made by companies such as Hamamatsu, Newport, Pasco, Solarlight, and Gammadata.

A basic thermocouple consists of a junction, often spot-welded, between two dissimilar
metal wires. A basic thermocouple system must contain two couples (see Figure 6.18A).
However, thermocouple systems may contain three or more couples. In a two-couple sys-
tem, there is a net EMF in the loop causing current to flow if the two couples are at differ-
ent temperatures. In a simple, two-couple system, one couple junction is maintained at a
reference temperature, Ty, typically 0°C, formed by melting ice in water. Often, the ther-
mocouple system (measuring and reference junctions), consisting of two different metals,
must be joined to a third metal, such as copper, to connect to a millivoltmeter. The joining
of the two thermocouple metals to copper produces one additional junction, as shown in
Figure 6.18B. Fortunately, the addition of the third metal into the system will have no effect
on the performance of the basic, two-metal, thermocouple system as long as the two junc-
tions with the third metal are at the same (reference) temperature. This property is called
the law of intermediate metals (Beckwith and Buck 1961).

Table 6.3 gives some common thermocouple materials and the temperature ranges over
which they are effective. The net EMF in a thermocouple system is not a linear function of
the temperature difference between the reference and measuring junction. In general, the
net EMF can be expressed as a power series:

_ AAT)+B(AT) | C(AT),

E,
2 3

(6.31)

where AT is the temperature difference above the reference junction temperature, usually
made 0°C.
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FIGURE 6.18

(A) A simple thermocouple circuit in which there are two couples (one for reference temperature; one for mea-
surement) and two different metals. (B) A thermocouple circuit in which there are three metals. The two dis-
similar junctions to copper at the reference temperature behave as the single reference junction in Figure 6.18A.

TABLE 6.3

Properties of Common Thermocouples

Material Sy vs. Pt Material Sy vs. Pt
Bismuth =72 Silver 6.5
Constantan -35 Copper 6.5
Nickel -15 Gold 6.5
Potassium -9 Tungsten 7.5
Sodium -2 Cadmium 7.5
Platinum 0 Iron 18.5
Mercury 0.6 Nichrome 25
Carbon 3 Antimony 47
Aluminum 3.5 Germanium 300
Lead 4 Silicon 440
Tantalum 4.5 Tellurium 500
Rhodium 6 Selenium 900

The thermoelectric sensitivity of a thermocouple pairis defined as Sy =dE,/dT=A + B (AT) +
C(AT)? and is usually expressed in microvolts/°C. Lion (1959) gave a table of thermoelectric
sensitivities of various metals vs. platinum at temperatures near 0°C. These are presented
in Table 6.4. Lion pointed out that sensitivities of thermocouples made from any pair of
metals can be found by subtracting the tabular values of S; for platinum. For example, Sy
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TABLE 6.4

Thermoelectric Sensitivities of Thermocouples Made with Materials Listed
vs. Platinum, in pV/°C, with the Reference Junction at 0°C

Max Temp. for Sensitivity A in

Materials Useful Temp. Range, °C  Short Periods pV/°C at °C
Copper/constantan -300 to 350 600 15 at —200

60 at +350
Iron/constantan —200 to +800 1000 45 at 0°

57 at +750
Pt/Pt90Rh10 0 to 1450 1700 0at-138

5at0

12 at +1500
Iron/copnic —200 to +860 1000 60at0
Chromel P/alumel —200 to 1200 1350 40-55 between

250°C and 1000°C
WO95Re5/W26Re7 0 to 2316

for copper vs. constantan is (6.5 — [-35.5]) = 41.5 pV/°C. Of special note are the extremely
high thermoelectric sensitivities of bulk semiconductor materials such as Ge and Si.

Thermocouple EMFs were traditionally measured using accurate potentiometers
(calibrated with standard cells). Modern thermocouple measurement makes use of high
input impedance, solid-state, electronic microvoltmeters. Electronically regulated, solid-
state, temperature calibration instruments for thermocouple systems are also used, replac-
ing melting ice and water in a thermos flask. Isotech North America, Colchester, VT, makes
a Model 938 Ice Point Reference for thermocouple cold junctions. It has a temperature of
0°C =+ 0.03°C. Mikron (2013) offers blackbody, IR radiation calibration sources covering
from —40°C to 3000°C traceable to NIST standards.

Exergen Corp. of Watertown, MA, markets a line of self-powered, IR temperature sen-
sors using thermocouples. Exergen IR sensors are used for noncontact measurements of
object temperatures in industrial processes, ranging from 0°C up to 250°C. Object LIR
blackbody ration is sensed. Eight sensor categories with overlapping ranges cover this
span. The range of IR wavelengths that can be sensed is determined by the sensor’s front
window material. Figure 7.117 illustrates the transmission spectra of IR-pass optical
materials that can be used for front windows.

A vacuum thermocouple is used in conjunction with a sensitive DC microammeter to
measure the true rms value of the current in its heater resistance element. A thermocouple
junction is bonded to the heater wire and thus generates an EMF proportional to the
temperature of the heater resistor. A reference junction is at room (ambient) temperature,
so the net EMF of the thermocouple is proportional to AT, the temperature of the heater
above ambient temperature. The temperature rise of the heater is given by

AT =i*R,0, 6.32)

where
i* is the mean squared heater current
Ry, is the heater resistance (assumed constant)
0, is the thermal resistance of the heater in vacuo; its units are degrees Celsius/watt
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The DC microammeter current is then given by Ohm’s law:

E, _ AAT  Kri’Ry
(Rm+Rr) (Rvu+RT) (Ryv+Rr)

6.33)

IM=

where
Ry is the microammeter’s resistance
Ry is the thermocouple’s resistance
A is the thermocouple’s EMF constant at room temperature

Typical parameters for the venerable Western Electric model 20D vacuum thermocouple
are Ry; = 35 ohms, R; = 12 ohms, K; 2 2.9 V/W.

Note that vacuum thermocouples are used for true root-mean square ammeters or volt-
meters by giving the associated DC microammeter a square-root scale. Meter deflection
is proportional to the power dissipated in Ry, hence iy>. Thermocouple true RMS meters
work at DC and at frequencies from the tens of Hz up to the 10’s of MHz. Because of their
true MS deflection, they are widely used for noise voltage measurements.

6.2.2.2 Photovoltaic Cells

Photovoltaic cells are used to measure light intensity, as well as to generate DC electric
power when used as solar cells. Photovoltaic cells include barrier-layer cells and pn junc-
tion photodiodes. We first examine the photovoltaic effect in pn junction diodes. When
light of energy hv is absorbed by an open-circuited pn junction device, the built-in electric
field at the junction that results from the doping acts to concentrate the hole-electron pairs
generated by photon interaction with valence band electrons in such a manner that the
holes are swept toward the p-side and the electrons toward the n-side of the junction. The
net effect is the production of an open-circuit EMF given by the relation (Navon 1975)

En=orln {[‘w}r 1} 6.34)

s

where
vr=nkT/q=0.026 V at 300 K
q is the magnitude of the electron charge in coulombs
A is the cross-sectional area of the junction
n is a constant ranging from one to two
L, is the electron diffusion length
L, is the hole diffusion length
G(M) is the hole-electron pair generation rate per unit volume, which is also a function of
the light wavelength and intensity

This relation describes a logarithmic increase of the open-circuit photovoltage with
light intensity, other factors being constant. Maximum E, in bright sunlight is typically
400-500 mV. Figure 6.19A illustrates the current-voltage curves for a photodiode or solar
cell in the dark and when illuminated. Figure 6.19B shows typical Vo and Is- curves vs.
illumination for a photovoltaic device.
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(A) Current-voltage curves for a photogalvanic (solar) cell or pin photodiode. This class of device is generally
operated in the fourth quadrant (v, > 0, i, < 0). (B) Plots of the open-circuit voltage (Vi) and short-circuit cur-
rent (Isc) of a photogalvanic device. Note that I is linear with photon intensity and V(¢ varies logarithmically.

When illuminated, it can be shown (Nanavati 1975) that the current curve is given by

(%5

in =1, |:exp(vD J— 1] —gA(L, + L,)G(M). (6.35)

(The parameters in Equation 6.35 are defined in the previous equation.)

Photodiodes operated as photovoltaic cells are maximally sensitive to photons with
energies near their bandgap energy, ¢,. If /v is less than ¢, the photons will not gener-
ate hole-electron pairs. On the other hand, if the photons have energies far in excess of
¢,, they will be absorbed near the surface of the exposed semiconductor layer where the
recombination rate is high, decreasing efficiency. Semiconductor photodiodes made from
mixed compounds (PbSe, InAs, InSb) with low bandgap energies are used to create far IR
detectors. A line of such detectors are offered by EG&G-Judson Infrared, Inc.

Germanium photodiodes have maximum sensitivity at a wavelength of 155 nm; how-
ever, their sensitivity ranges from visible wavelengths to 180 nm. An alternate means of
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FIGURE 6.20
OA transresistor circuit in which a photodiode is operated in the short-circuit mode. Response speed is rela-
tively slow because of the PD’s large zero-bias junction capacitance.

using pn photodiodes is shown in Figure 6.20. An OA is used as a current to voltage con-
verter. Because the OA’s summing junction is at virtual ground, the photodiode is operated
in the short-circuited mode, where v, = 0 V. The OA output is thus given approximately by

V, = RegA(L, + L,)G(A) V. (6.36)

Under zero-bias conditions, the diode’s junction capacitance is quite large, and hence its
speed of response to changes in the light flux is not as fast as it is for a reverse-biased
photodiode operated as a photoresistor. EG&G-Judson Infrared’s J16 series of Germanium
photodetectors are useable over an optical input intensity range of 2 x 1072 to 102 W.
Their -3 dB frequencies range widely, from 0.07 to 250 MHz. The faster photodiodes have
smaller active junction areas and shunt capacitances and higher shunt resistances.

A solar cell is operated in the fourth quadrant of its current-voltage curves (see Figure
6.19A). The open-circuit photovoltage causes a current to flow in a load, and thus the solar
cell can deliver electrical power. A solar cell is made with a considerably expanded pn
junction area, since it must do work. A typical solar cell of 2 cm? area might consist of a
thin (0.5 mm), rectangular slab of n-type silicon, on top of which is diffused a thin, p-type
(boron treated) surface layer, through which the light must pass. Such a 2 cm? cell can
deliver about 10 mW in bright sunlight with about 12% conversion efficiency. Solar cells
are designed to have maximum efficiency in delivering SS, DC power to a load, which
might be charging batteries used for a portable instrumentation module. To obtain maxi-
mum efficiency, there is a trade-off between a number of design factors. For example, the
thickness of the top (p) layer of the solar cell, 4, measured from its surface to the center
of the junction, must be less than L, to allow electrons generated near the surface to dif-
fuse to the junction before they recombine. Similarly, the thickness of the n region must
be such that the electrons generated in the region can diffuse to the junction before they,
too, recombine. This requirement implies a match between the hole diffusion length, L,,
the thickness of the n region, and the optical penetration depth in the surface p layer. It is
also desirable in solar cell design to have a large contact potential in order to realize a large
photovoltage. This means that heavy doping must be used. The need for heavy doping
must be compromised with the requirement for long carrier lifetimes, which are reduced
by heavy doping. Efficient solar cells require a low internal (ohmic) resistance. There is no
problem in making metallic electrode contact with the bottom (dark) layer of the solar cell,
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but low resistance also requires a large electrode contact area with the top layer. A large
metallic area on the top semiconductor layer prevents light from reaching the cell, decreas-
ing efficiency. The tops of solar cells are generally given an antireflection coating, similar
to that used on camera lenses, to maximize light absorption.

6.2.2.3 Piezoelectric Transducers

There is a class of piezoelectric materials that can serve, among other applications, as
mechanical input transducers, enabling the measurement of pressure, force, displace-
ment, and other physical phenomena that can be related to them. Piezoelectric materi-
als, when mechanically strained in a preferred manner, generate an open-circuit EMFE.
Actually, the mechanical strain causes a unidirectional separation of electric charges
resident in the interior of the piezoelectric crystal structure. These displaced charges form
an effective net charge on a capacitor formed by the bonding of metallic electrodes on
the surface of the piezoelectric crystal. The transducer material itself, independent of
piezoelectric activity, is an insulator having very low conductivity and a high dielec-
tric constant. Thus, the effectively separated charges produce an open-circuit voltage
on the capacitor equal to Q/C. In practice, the situation is not that simple. The piezo-
electric transducer material is not a perfect dielectric, and the charges leak off through
the exceedingly small volume conductance. Of course, any voltage measuring system
attached to the transducer will have a finite input impedance and perhaps a DC bias cur-
rent, further altering the stress-caused EMF. In addition, the transducer has mechanical
mass, stiffness, and damping, giving it mechanical resonance properties that can fur-
ther complicate the transducer’s transfer function when the frequency of the mechani-
cal input approaches the transducer’s mechanical resonance frequency. In the following
discussion, we have assumed that the piezoelectric transducers are operated at frequencies
well below their mechanical resonant frequencies.

Piezoelectric materials include a number of natural crystals and man-made ceramic
materials. Quartz, Rochelle salt, and ammonium dihydrogen phosphate (ADP) are exam-
ples of naturally occurring piezomaterials; barium titanate, lead zirconate-titanate, and
lead metaniobate are synthetic piezoceramics. All piezoelectric materials have a Curie tem-
perature, above which piezoelectric activity ceases to exist.

In order to understand how piezoelectric input transducers work, we will examine an
example of a crystal responding to thickness compression. Figure 6.21 shows a rectangular

FIGURE 6.21
A piezoelectric transducer slab responding to thickness compression.
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crystal block with metallic electrodes vapor deposited on its top and bottom surfaces. The
transducer has thickness t and top area A. The capacitance of the transducer is approximately

:%F

C
T

6.37)

where x is the dielectric constant of the piezoelectric material.
A uniformly applied force F will cause the crystal to compress a minute amount, 6¢. The
piezomaterial is assumed to have a Young’s modulus, Y:

y_ stress _ (F/A)

= = . 6.38
strain  (6t/t) (6.38)
The net charge displacement for the transducer is given by
Q=dr C (6.39)
where d is the charge sensitivity of the material in (C/m?)/(N/m?).
Thus, we can write the open-circuit voltage across the transducer as
Q dF F
EO == = = [ tV R
C xeAlt °lA 640

where
g is the voltage sensitivity of the transducer in (V/m)/(N/m?)
F/A is the pressure on the transducer’s active surface

The axes along which a natural crystal of piezoelectric material is cut in order to make a
transducer determine the type of mechanical input to which it will have maximum sensi-
tivity. In addition to simple thickness compression, piezoelectric transducers also may be
made to respond to length compression, thickness, and face shear, as well as twisting and
bending. Synthetic piezomaterials may be cast in a variety of shapes not available with
natural materials, such as thin-walled cylinders, half-cylinders, disks, hollow spheres, and
hemispheres. Table 6.5 summarizes some of the salient properties of certain piezomaterials.

For mechanical input frequencies well below piezoelectric transducer mechanical reso-
nance, the equivalent circuit shown in Figure 6.22 may be used to model the electrical
behavior of the transducer. Although charge is displaced internally by strain, we must use
a current source in the model. Since current is the rate of flow of charge, the equivalent
current source is

foq = dQ _4(dE\_gp. (6.41)
dt dt

Thus, from Ohm’s law, the open-circuit voltage across the transducer is given by the trans-
fer function

Vo (o sFARL (6.42)
F S+ SCT/GL
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TABLE 6.5

Properties of Some Piezoelectric Materials

Charge Voltage
Material Orientation Sensitivity, d Sensitivity, g Curie Temp.
Quartz X cut; length along Y, length —2.25 x 10712 0.055 550°C
longitudinal

X cut; thickness longitudinal -2.04 -0.050

Y cut; thickness shear 4.4 0.108
Rochelle salt X cut 45°; length longitudinal 435 0.098 55°C

Y cut 45°; length longitudinal -78.4 -0.29
Ammonium dihydrogen  Z cut 0°: face shear 48 0.354 125°C

phosphate

Z cut 45°; length longitudinal 24 0.177
Barium titanate Parallel to polarization 86-160 0.016 125°C

Perpendicular to polarization -56 0.005
Lead zirconate titanate Parallel to polarization 190-580 0.02-0.03 170°C-360°C
Lead metaniobate Parallel to polarization 80 0.036 >400°C

+
Ed C) Ry, § Cr —— Vs

FIGURE 6.22

Electrical equivalent circuit of a piezoelectric transducer responding to applied force, F(t). Mechanical frequen-
cies in the applied force are assumed to be well below the transducer’s natural mechanical resonant frequency.
Note that the current source is proportional to dF/dt.

This transfer function is seen to be a simple HPF. Thus, because the charge displaced by
the strain caused by force F leaks off the crystal, true DC response of a piezoelectric trans-
ducer is impossible. G, is the total leakage conductance of the piezoelectric crystal plus
the input conductance of the meter or oscilloscope used to measure V,, plus the leakage
conductance of the cable used to connect the transducer to the measuring system. Cy is the
capacitance of the transducer plus the input capacitance of the measuring device. If the
transducer is connected to an oscilloscope with a 10 MQ input resistance, we can neglect
the other leakage resistances because they are very large (%10** ohms). C; may be on the
order of 1 nF for a piezoceramic transducer. Thus, the time constant of the transducer/
oscilloscope system is ca. 10 ms, and the response to a step of force input will have decayed
to zero in about 30 ms.

To improve and control LF response of a piezoelectric transducer system, we wish to
connect the transducer to an amplifier with an ultrahigh input impedance. Such ampli-
fiers are called electrometer amplifiers, and they generally have input resistances of 10*-10%
ohms. Another common means of conditioning the output of a piezoelectric transducer
is to use charge amplifier configuration using an EOA (charge amplifiers are introduced
in Section 2.6.1). Figure 6.23 shows one circuit for a charge amplifier. Here, we neglect
any series resistance between the transducer and the OA’s summing junction. If the OA
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FIGURE 6.23
An EOA is used as a charge amplifier to condition the output of a piezoelectric force (or pressure) transducer.

is considered to be ideal, it is easy to see that the transducer current, (dF/d#)d, only flows
through the amplifier’s feedback conductance. Hence, the transfer function of the trans-
ducer and amplifier can be written as

—dRFS

—— V/N. 6.43
S+ CFRF / ( )

o9

We still have a high-pass system with no DC response, but now the effect of C; and G is
negligible, and the LF pole is controlled with the known feedback elements, Ry and C;. For
example, let R be 10'° ohms and Ci be 5 nF. The time constant is then 50 s, and the break
frequency is 3.18 mHz. The HF gain is then —d/C; volts/newton. For a quartz transducer, d is
about 2.3 x 10712 C/N; thus, the midband gain would be — 4.6 x 10-* V/N. The use of piezo-
ceramics with larger d’s obviously leads to greater sensitivities when used in the charge
amplifier configuration. Because of their greater stability and higher Curie temperature,
quartz pressure transducers are used in applications such as the measurement of internal
combustion engine combustion chamber transient pressures.

Other applications of piezoelectric input transducers include measurement of minute,
dynamic displacements (microphones, phonograph cartridges to translate the grooves in
vinyl phonograph records into sound, measurement of minute pulsations on body sur-
faces, measurement of surface roughness, measurement of acceleration [with an attached
mass], etc.). Piezoelectric transducers are also used as sonar receivers or, in ultrasonic
applications such as medical imaging, are generally operated at their mechanical resonant
frequencies for maximum sensitivity. At resonance, the electrical equivalent circuit of a
transducer changes markedly.

Figure 6.24 illustrates the equivalent electric circuit model developed by Fox and Donnelly
(1978) based on the Mason (1957) electrical model, for a piezoelectric input transducer loaded
(radiating) on both faces, valid for frequencies near the mechanical resonance frequency, f,,
of the transducer. V is the applied driving voltage. n is the ideal transformer’s turns ratio in
the Mason model. It can be shown that n = Ae,;/t, where A is the effective surface area
of the transducer in m?, e; is the piezoelectric stress constant in the material in C/m?, and
t is the transducer thickness in m. (Here, we assume a transducer responding in the thick-
ness mode.) In addition, the characteristic impedance of the piezoelectric material is given
by Z, = 2pAtf,, where p is the density of the piezomaterial in kg/m? and f, is the transducer’s
Hz mechanical resonant frequency. The parameter a = n(5f/f,), where &f/f, is the fractional
deviation of the applied mechanical frequency from the mechanical resonance frequency.
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FIGURE 6.24
Electrical equivalent circuit of a piezoelectric transducer near its mechanical resonance frequency. See text for
description of parameters.

When the transducer is driven at exactly its mechanical resonant frequency, f,, its elec-
trical equivalent circuit (Thevenin source impedance) reduces to a series RC circuit with
capacitance C, and a real part of 4n2/[(2nf,C.)2(Z; + Z,)] ohms. Here, C, is the transducer’s
clamped capacitance and Z; and Z, are the (real) acoustic source impedances faced by the
front and back faces of the transducer, respectively. As can be seen from the transducer
model of Figure 6.24, operation of the transducer even slightly off the resonant frequency
leads to a far more complex model for the Thevenin source impedance of the transducer’s elec-
trical output. In general, the real part of the Thevenin impedance of the transducer’s out-
put is numerically small, typically ranging from the tens of ohms to the hundreds of ohms.
Contrast this with the extremely high resistances presented by piezoelectric transducers
operated well below their resonant frequencies.

As a consequence of the low, real source impedance presented by a piezoelectric input
transducer operated at its mechanical resonance frequency, a step-up transformer can be
used to obtain optimum SNR when measuring threshold acoustic signals, as is done in
sonar systems. Transformer optimization of output SNR is discussed in detail in Section 3.5.

6.2.2.4 Pyroelectric Sensors

Pyroelectric materials (PyMs) are crystalline or polymer substances that generate internal,
electrical charge transfer in response to internal heating caused by the absorption of long-
wave, IR radiation (LIR). The charge transfer can be sensed as a current or voltage change,
depending on the kind of electronic signal conditioning associated with the PyM. In gen-
eral, PyM materials are also piezoelectric; that is, they also respond to applied mechanical
stress by internal charge transfer. PyM sensor materials include the polymers, polyvinyli-
dene fluoride (PVDF) and polyvinyl fluoride (PVF), and the crystalline substances, lithium
tantalate (LiTaO,), strontium and barium niobate, triglycine sulfate (TGS), Rochelle salt, KDP
(KH,PO,), ADP (NH,H,PO,), barium titanate (BaTiO,), lead zirconate titanate (LZT), etc.

PyM sensors are fabricated by taking a thin rectangle or disk of the PyM material and
coating both sides with a very thin layer of vapor deposited metal such as gold, silver, or
aluminum. Electrical contact is made with silver epoxied wires or pressure contacts. The
side of the sensor that is to receive radiation is often given an extra, thin, rough, heat-
absorbing coating such as platinum black. This coating maximizes the ratio of absorptivity
to reflectivity for the PyM sensor. As IR radiation sensors, PyM sensors are used in the LIR
wavelength range of 2-25 pm (5000 cm™! to 400 cm™! wavenumber).
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Note that PyM sensors respond only to changes in temperature. Their input DC IR radia-
tion must be chopped to be sensed. In the thermal SS, there is no net internal charge trans-
fer and no voltage across their electrodes. Thus, if a constant input radiation power, P, is
applied, the sensor’s temperature rises to an equilibrium value, T, > T,, where radiation
and conduction heat losses equal the input power. In general, we can write a heat balance
differential equation for the PyM sensor:

dT;-T,)  ([;-T,) _ - dAT AT

P()=C
B=Cr dt e) dt  ©

(6.44)

where
Cr is the PyM material’s heat capacity in J/K
O is its thermal resistance in °K/W
AT =T, -T,

T, is the starting, SS, ambient temperature of the PyM and T; is the temperature it rises
(or falls) to as a result of absorbing (radiating) P; over some time T.

© depends on the PyM material used, its configuration, and even how it is mounted.
(® can be reduced by direct thermal conduction (heatsinking) and by air convection.) C;
is given by

Cr = cAh (6.45)

where
c is the PyM'’s specific heat in J/(cm? K)
A is the absorbing surface area in cm?
h is the PyM thickness in cm

If AT/T is small, we can assume that P, remains constant over T,. The differential equa-
tion, (6.44), can be Laplace transformed and written as a transfer function:

AT (C]

b (s)= $0C i1 (6.46)
Now, the short-circuit current from the irradiated PyM is given by
i(t) = K, AAT (647)
Laplace transforming
I,(s) = K, AsAT(s). (6.48)

When Equation 6.48 for I,(s) is substituted into Equation 6.46, we can finally write the
transfer function

sK,A®

P = (0C, +1)° (6.49)

K, is the PyM’s pyroelectric coefficient in C/(m? K). Table 6.6 gives the important physical
constants of certain common PyMs (note units).
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TABLE 6.6
Physical Properties of Certain PyMs
Pyroelectric

Coefficient K, Dielectric Thermal Resistance  Specific Heatc
Pyroelectric Material in pCb/(m*>°K)  Constant k = ¢/g, O°K/watt in J/(cm? K)
Triglycine sulfate (TGS) 350 3.5 25x10°° 2.5
Lithium tantalate (LiTaO,) 200 46 2.38 x 10 3.19
Barium titanate (BaTiOs) 400 500 3.33 x 10 2.34
PVDF film 40 12 7.69 x 103 24

Source: Data from Pallas-Areny and Webster (1991).

Assume the PyM sensor is at thermal equilibrium at temperature T,. A radiation-blocking
shutter is opened, permitting a step of radiation from a warm object at constant tempera-
ture T, to reach the sensor.

The short-circuit current is given by Equation 6.22:

P, sK,A® K,A/Cr
I.(s)= 2 P =P, P ) 6.50
= Goc 1)~ e 1/(00)) (©:50
In the time domain, this is simply an exponential decay waveform:
) P.K,A —t
() =] = Jex [ ] (6.51)
P ( Cr ) Plecy

OC; is the sensor’s thermal time constant, which is material and dimensionally dependent.
P,, is assumed constant and is given by

Pio = ADH = I<S(Tb4 - Ta4) (652)

Ao
TG 6.53
(/e 41/ ent) (6.53)

Now, examine the circuit in Figure 6.25. The PyM sensor is connected to an EOA, con-
nected as a transimpedance amplifier. Note the equivalent circuit for the PyM can be
configured as an ideal current source, ip(t), in parallel with the sensor’s very low electrical
leakage conductance, Gp, and its electrical, self-capacitance, Cp. ip(t) is given by Equation
6.51 for a step input of LIR power. Let us first neglect the OA’s feedback capacitor, Cy. The
output voltage of the OA is given by (note the direction of i)

. P,K,A —t
U,(t) = Ryip(f) = RF( CTP Jexp|:(®CT):| >0. (6.54)

The peak v,(t) is V. = Rp(P;,K,A/Cy) volts; hence, we can calculate the temperature T, of
the warm object from V. and a knowledge of the system’s constants:

VopCr
ReK, AK,

1/4

1/4
Tb=[T;‘+ ] =[ T+ VopKas |- (6.55a)
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FIGURE 6.25
(A) An electrometer charge amplifier is used to condition the output of a pyroelectric IR sensor. (B) Equivalent
circuit of the PyM sensor away from its mechanical resonance.

The problem with this approach is that while V,,, is measured fairly accurately, the sys-
tem’s constants and T, are generally not that accurately known; hence, a known blackbody
temperature source at T, can be used to find the lumped constant K,

4 4
Ky = (T;/T) (6.55b)
ocal

Such a blackbody reference source can be built in to the transient radiation thermometer
or be an external blackbody source, such as the Mikron™ Model M310 blackbody radiation
calibration source.

Another approach to self-calibration is to keep the PyM at a known T, then expose it to
. and measure the peak V,,;, then expose it to T, and measure V. The computer sub-

ocal/

ok from V; to form AV;

T,

Ci

tracts V.

O

AVO = {1 J[Tcal4 - Tb4]‘ (656)

sys
Solving for T,

Tb = [Tcal4 - KsysAvo ]1/4' (657)
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Thus, we see that the calculated T, of the body relies on measurement of AV,, K, and the
known T_,,.

To counteract HF measurement noise, a low-pass filter can be added to the current-to-
voltage conversion OA in Figure 6.25 by placing capacitor C; in the feedback path. With C;

in place, the system response to a step input of LIR irradiative power, P,, is

sys/

K,A/(CeCr)

Y= P CRls +1/(CrO)

(6.58)

The inverse Laplace transform of Equation 6.58 can be shown to be

P.K,AR:O —t —t
0= R ~Cr0) {QXPLCFRF)]_QXP[(CTG)]} v ©59)

This is a positive waveform that rises with an initial time constant C;® and falls more
slowly with time constant, R;Cy. Its peak is proportional to P,,. The measurement noise
comes from (1) unwanted mechanical vibration of the PyM sensor that is also piezoelectric,
(2) electronic noise from the OA, and (3) thermal (Johnson) noise from the PyM’s Norton
conductance and from R;.

Applications of PyM sensors include intruder sensors and burglar alarms, automatic
patio light switches, and sensors used in various LIR spectrometers used in analytical
chemistry. They are also used in the Braun Thermoscan™ IR fever thermometers that
quickly and noninvasively measure the temperature of the eardrum (Northrop 2002).
Commercial PyM sensors come in a variety of packages.

Some manufacturers (e.g., Molectron Detector, Inc.,, Portland, OR) package PyM sensors
alone, with OAs or a JFET for the first-stage signal conditioning. Manufacturers such as
GEC-Marconi (now BAE Systems Electronics Ltd.) list PyM sensor responsivity (nV/ W(input)),

noise voltage (Wrms/ JHz), noise-equivalent power (NEP) (in nW/+Hz), noise-equivalent irradi-
ance (NIR) (in 10* W/(/Hz mz)), and specific detectivity (D¥) (10° my/Hz / W). For example,
at 1.0 Hz, the GEC-Marconi/BAE PLT533 lithium tantalate PyM sensor has responsivity =
1800 V/W, noise =1.1uV/vHz, NEP=0.6 nW/+/Hz, NEI=0.7x10"* W/(m?v/Hz), and
D* =5x10° myHz /W.

6.2.3 Sensors Whose Voltage Output Is Proportional to do/dt

It is well known from basic physics that an EMF will be induced in a coil of N turns sur-
rounding a magnetic flux, ®, when the magnetic flux changes in time. This effect may be
simply stated mathematically as

E, = Nd—(b = Lé V. (6.60)

dt dt

Many input transducers make use of this principle, including variable-reluctance pho-
nograph pickups, dynamic microphones, accelerometers, and tachometers. The source of
the magnetic flux may be either a permanent magnet or a DC- or AC-excited electromag-
net (solenoid). The d®/dt may arise from a number of means, including modulation of
the reluctance of the magnetic path by changing the size of an air gap in the flux path.
Moving a coil perpendicular to the flux density also gives a d®/dt, as does moving a per-
manent magnet in relation to a fixed coil.
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6.2.3.1 Variable Reluctance Phonograph Pickup

The variable-reluctance phonograph pickup is a mechanoelectromagnetic sensor used to
sense the mechanical variations in the width of sound-encoded grooves in a rotating vinyl
audio disk. The needle in the spiral groove is forced from side to side as the disk rotates at
a constant speed; this in turn differentially changes the magnetic reluctance in two mag-
netic flux paths, generating a small audio voltage proportional to needle deflection, hence
the recorded sound. Vinyl audio disks of 33 1/3 rpm are still played by collectors, but
have been largely displaced by magnetic tape media, digital optical media (compact audio
disks), and purely digital media (RAM, flash drives).

Magnetic reluctance, N, is defined as the ratio of magnetomotive force to the magnetic
flux, ®, existing in a closed, magnetic circuit. It may be thought to be analogous to electrical
resistance in an electrical circuit where the MMF is analogous to voltage and the flux ®
is analogous to current. A schematic of a simple, variable-reluctance phonograph pickup
transducer is shown in Figure 6.26. The source of MMF is a permanent magnet (PM). Flux
from the PM is split and passed through a right and left branch magnetic path so that the
total flux in the magnet is the sum of left and right path fluxes. Thus,

The reluctances of the paths are modulated by the lengths of the air gaps caused to vary
differentially by the small lateral displacement of the moveable arm in the air gap, 6x. The
arm is displaced by a lateral force, F, acting on the stylus, S, protruding downward from
the arm. In playing a vinyl, nonstereo phonograph record, the stylus tip follows the lat-
eral undulations in the helical groove of the record. Audio information is recorded on the
record as lateral, side-to-side displacements of the groove. Because of its much higher iner-
tia, the tone arm and cartridge do not respond to the small, audio-frequency lateral forces

Permanent
/_ magnet

Soft iron

/— Soft iron

=49

oﬂ Arm

Stylus
(X, +AX) b

\_ Lateral force on
stylus

FIGURE 6.26
Diagram of a monophonic, variable-reluctance phonograph pickup.
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the groove places on the stylus. Instead, the moveable (stylus) arm of the cartridge follows
the lateral modulations of the groove. The reluctance of the right- and left-hand magnetic
paths may be written as follows:

ox

Rr =R, - 6.62
R LA (6.62)
R, =R, + X (6.63)
HoA
The total magnetic flux passing through the magnet is then
MMF MMF (constant). (6.64)

(D = =
(g{R + 9’tL) 29{0

An N-turn coil is wound with the dot polarity shown on the left arm of the magnetic cir-
cuit; this coil is connected in series with an N-turn coil on the right arm having the oppo-
site dot polarity. The magnetic flux in the left arm is given by

MMF/®, _ MMF
= o 1-0x /U, AR,). .
LS Dby © (LK /HeAT) (6.65)

Similarly, the flux in the right arm can be approximated by
MMF

(o]

Of = (1406x /U, AR,). (6.66)

The net EMF induced in the two series-connected coils is found by taking the time derivative
of the flux in each arm, multiplying by the number of turns in each coil, and adding the
EMFs algebraically:

E, - 2N(12\/IMF)(d[8x] } 667)
Ro WA dt

Thus, we see that the output EMF is proportional to the stylus velocity. The variable-reluctance
transducer does not respond to constant (DC) stylus displacements, similar to a piezoelec-
tric phonograph pickup.

6.2.3.2 Electrodynamic Accelerometer

Figure 6.27 illustrates a linear accelerometer made from a moving, cylindrical mass (which
is also a permanent magnet), which moves inside a coil fixed to the accelerometer’s case.
The mass is constrained by a linear spring with stiffness k, and is surrounded by oil, which
gives viscous damping to the motion of the mass. The case of the accelerometer is attached
to some structure of which we wish to measure the linear acceleration. The output voltage
of the accelerometer is proportional to the relative velocity between the case (and structure)
and the moving mass. In mathematical terms,

V, = Ky (%e — Xm). (6.68)
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FIGURE 6.27

Cross section of an electrodynamic accelerometer.

The motion of the mass can be described by simple Newtonian mechanics:

M, +B(Xm — X))+ ks(xm —x) =0. (6.69)

The acceleration, X, is considered to be the system input. If we separate terms of the force
equation and take their Laplace transforms, we may write the transfer function:

Xm(s)  sB+ks sB/ks+1
X(s) s*M+sB+k, s*M/k+sB/ks+1

(6.70)

Now, the relation for X, (s) = sXum(s) is substituted into the equation for the output voltage.
After some algebra, this yields

sM/k,

V,(s) = X. ;
®) ® M/ ks +sB/k,+1

6.71)

Thus, we see that this transducer’s response at low mechanical input frequencies is pro-
portional to jerk, that is, the rate of change of acceleration of the structure to which the
case is attached. There is no output in response to constant acceleration, such as due to the
Earth’s gravitational field.

6.2.3.3 Linear Velocity Sensors

A linear velocity sensor (LVS), as the name suggests, produces an output voltage that is
directly proportional to the rate of linear displacement of an object attached to its core.
Figure 6.28 illustrates a section through an LVS. Note that the two coils are connected
in series-opposing configuration to improve linearity over the full displacement range.



278 Introduction to Instrumentation and Measurements

Bobbin
(plastic coil form)

R R R IR R RERR IR KRR
RIS
RRRLAILIILLIRLLRIEL
QIRRIIEKLIIILILLLRS
JIRRRIRIIILILLIIK
RIS

A
>
H

-
2

7
Ch

L

BN

Teflon
lining

Stainless steel Alnico-V PM
sleeve

FIGURE 6.28
Cross section of an LVS.

Schaevitz Engineering (now Sherborne Sensors) offered LVSs covering ranges of motion
from 12.5 to 500 mm. Sensitivities range from 4.8 to 26 mV/mm/s in various models using
Alnico-V magnetic cores. Linearity is +1% of output over the nominal linear range.

6.2.4 Sensors Whose Output EMF Depends on the Interaction
of a Magnetic Field with Moving Charges

The fluid version of this class of generating sensor is generally used with a constant mag-
netic (B) field to measure the average velocity of a fluid flowing in an insulating pipe or
conduit, including blood vessels. The solid-state version of this class of sensor is the well-
known Hall effect device, used to measure magnetic fields or to compute average power
as a wattmeter.

6.2.4.1 Faraday Effect Flowmeters

Figure 6.29 illustrates the basic geometry of a Faraday flowmeter. Two electrodes on oppo-
site sides of the circular cross section pipe make ohmic contact with the conductive fluid
in the pipe moving with average velocity, v. A uniform magnetic field of B Tessla is per-
pendicular to the velocity v vector and the L vector between the centers of the electrodes.
Faraday’s law of induction predicts that the EMF between the electrodes is given by

Ep = j[(va)-dL] v 6.72)

where
(v x B) is the vector cross product vector (see Glossary)
-denotes the vector dot product operation that generates a real quantity (in brackets)

For orthogonal vector components, Equation 6.72 reduces to E; = BLv. For effective mea-
surement, the conductivity of the fluid should be greater than 10-° per ohm/cm. If a circular
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FIGURE 6.29
Diagram of a Faraday effect, liquid velocimeter. Note the flow vector is orthogonal to B.

pipe of diameter d is used for the conduit, and d is also the separation of the electrodes,
then the average volume flow, Q, of the conducting fluid may be shown to be given by Lion
(1959):

EFdTC
=" —mL/s. 6.73
Q (4x107°B) / 6.73)
where
d is measured in cm
B in Gauss
ErinV

Often, the area of the conduit is not precisely known; hence, flow estimates using the
Faraday method are not accurate, since Ey, is proportional to the average velocity of the
fluid.

In the Faraday flowmeter, the magnetic field is generally made to be an LF sinusoid in
order that very small EFs can be better resolved. An AC E, can generally be amplified
above the amplifier’s 1/f noise frequency band.

The Faraday flowmeter has been used to measure blood velocity and estimate blood flow.
In one version, the electrodes make contact with the surface of the blood vessel, which is
conductive itself. Due to geometrical errors in setting up the orthogonality between B, v, and
Lin vivo, a net time-varying magnetic flux passes through the one-turn coil formed by the
electrodes used to measure the Faraday EMF. Thus, the total output EMF seen across
the electrodes will be the sum of the Faraday EMF and d®/dt = A(dB/dt) volts, which
cuts the effective loop of area A formed by the E; measurement circuit.

Webster (1978) described three methods of cancelling this unwanted d®/dt term. One
means makes use of a cancellation circuit formed by making one of the electrodes a twin
electrode, as shown schematically in Figure 6.30A. Each circuit will have a transformer
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FIGURE 6.30

(A) Longitudinal section (side view) of a Faraday fluid velocimeter system using three sensing electrodes. The
upper two electrodes permit cancellation of the unwanted d® (quadrature) term in the output voltage. (B) Axial
(end-on) view of the three-electrode Faraday system.

error voltage; one of the form E, = k,d®/dt, the other, E}, = —k,d®/dt. Thus, for some poten-
tiometer wiper position, the two transformer EMFs will cancel, leaving the pure Faraday
voltage. A second means of eliminating the effect of the transformer voltage is based on the
fact that the transformer voltage is 90° out of phase (in quadrature) with the Faraday volt-
age (assuming sinusoidal excitation). Thus, if we use a phase-sensitive, sampling demodu-
lator, we can sample the peak values of the Faraday voltage sine wave at the times the
d®/dt sine wave is going through zero. The sampled Faraday voltage sine wave is held
at sampling instants and low-pass filtered to obtain a DC signal proportional to v. A third
means of suppressing the unwanted transformer voltage makes use of a feedback system,
shown in Figure 6.31. This system makes use of two PSRs and low-pass filters; one detects
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FIGURE 6.31
System to automatically null the unwanted quadrature output voltage from a Faraday liquid velocity sensor.

the desired Faraday voltage, the other, using a quadrature reference, detects the unwanted
transformer voltage. A DC signal, Vy, proportional to the transformer voltage, acts through
an analog multiplier to vary the level of a quadrature signal, Vi, which is fed back through
an auxiliary transformer winding, n,, to cancel the quadrature component, V,, which
accompanies Vi The quadrature detector loop acts to reduce the amount of transformer
voltage contaminating the desired V5 signal, as shown in the following equation:

V D = VQ .
° [1+(n1/n2)K1KDQK2(1O)]

(6.74)

If an integrator is put between the quadrature PSD/LPF and the analog multiplier, it is
easy to show that there will be complete cancellation of V,,. Webster (1978) also described
several other configurations of EM blood velocimeters using the Faraday streaming effect.

6.2.4.2 Hall Effect Sensors

Hall effect sensors, unlike Faraday effect devices, use no moving, conductive fluid. Instead,
majority charge carriers (electrons or holes) have some average drift velocity as they tra-
verse a bar of doped semiconductor. Figure 6.32 illustrates the geometry of a typical hall
sensor. Note that as in the case of the Faraday transducer, the magnetic field vector B,
the drift velocity v, and the voltage measuring axis are ideally orthogonal. Each hole or
electron with velocity v in the semiconductor will, in general, be subject to a Lorentz force
given by the vector equation

F=g(vxB)={qlv! IBlsin(6)ju N. (6.75)
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Schematic of a Hall sensor; an n-doped silicon slab is used. Note that the vectors J, (current density), B, (mag-
netic flux density sensed), and F,, (force on moving electrons) are orthogonal. v,- is the electron velocity.

This force vector follows a right-hand screw rule in which its direction is found by rotat-
ing vector v into B and observing the unit vector direction, u, that a screw with right-hand
(normal) threads would advance, given that rotation. g is the charge of an electron (or hole).
If electrons are the charge carriers, then we use a — sign with 4. As we see from Figure 6.32,
the Lorentz force causes the moving electrons to crowd toward the front surface of the
n semiconductor bar. An equilibrium density of electrons is reached when the average
Lorentz force is balanced by the electrostatic force on the electron due to the electric field
set up by their crowding. In other words, when

—qE, =—qv,By or E,=v,By V/m. (6.76)

Now, it is well known that in n semiconductor, the average drift velocity of electrons is
given by

Uy =—--m/s 6.77)
where
J, is the current density in the semicon bar in the +x-direction

n is the electron doping density

This relation for v, can be substituted in Equation 6.77, giving

_I:By
qn

E = V/m. 6.78)

Now, if we consider the geometry of the semiconductor bar, J, = I/2ah, and the Hall
voltage developed across the two metallized faces of the bar is just Vi = E.2a volts.
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Substitution of these relations into Equation 6.78 yields the well-known expression for
the Hall voltage, Vi

_IB, _RulB,
(qnh) o

6.79)

H=

where
h is the height of the semicon bar (in the y-direction)
Ry is the Hall coefficient; Ry = —1/gqn for n-doped semicon and Ry; = +1/gn for p semiconductor

Because the Lorentz force has the opposite sign for p semiconductor, all other vectors
having the same direction, the Hall voltage for p material is Viy = +IB, /(qnh).

Hall sensors have many uses, most of which can be subdivided into either analog or
switching applications. As analog sensors, Hall devices can be used to produce an output
proportional to |B|cos(6), where 0 is the angle of the B vector with the transducer’s y-axis
(axis of maximum sensitivity). Some commercial, IC, analog Hall sensors have built-in DC
amplifiers to condition the Vy; signal. Analog Hall sensors were listed by Sprague Electric Co.
(1987) that have sensitivities of about 1.4 mV/G with HF bandwidths of 20-25 kHz (on B).
Other Hall sensors listed by FW. Bell do not contain built-in amplifiers and claim sensi-
tivities ranging from 10 to 55 mV/kG. Bell also offers a Model BH-850 high-sensitivity Hall
sensor that uses a 9 in., high-permeability bar to concentrate the magnetic flux. This sensor
claims 18 mV/G, which is adequate sensitivity to measure the Earth’s magnetic field and
thus has applications as a solid-state compass. Allegro Microsystems, Inc., makes a family
of Hall effect switches and chopper-stabilized Hall effect switches. Optek Technologies,
Inc., Carrollton, TX, makes OH-series, Hallogenic™ Hall effect switches (2006).

One obvious application of analog Hall sensors is the measurement of magnetic fields.
They also can be used to measure other physical or electrical parameters that can be made
to be proportional to magnetic fields (AC or DC). A less obvious application of an ana-
log Hall sensor is as an audio-frequency wattmeter. The current through a reactive load is
passed through a solenoid coil to produce a B, proportional to I. The voltage across the load
is conditioned and used to generate a current through the Hall sensor proportional to V.
The phase between the I and V sinusoids is 6. It is easy to show that the DC component of
the Hall voltage is proportional to the average power in the load; that is, it is given by

VH = kPAVE =kVI COS(e). (680)

where
k is a proportionality constant
V is the RMS voltage across the load
I'is the RMS current through the load
cos(0) is the power factor

Switching Hall sensors have many applications in counting and proximity (of a perma-
nent magnet) detection. Their output is generally a TTL logic signal. An IC DC amplifier,
Schmitt trigger, and open-collector logic output are mounted in the same package with the
Hall chip. Hall switches have uses in automobile electronic ignitions, brushless DC motors
(rotor position sensing), tachometers, keyboards, thermostats, pressure and temperature
alarms, burglar alarms, etc.
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6.2.5 Sensors Based on Variable Magnetic Coupling

This class of sensors operates with AC excitation. Their outputs vary according to the
degree of magnetic coupling between the excitation coil(s) and the output winding(s).
Most sensors that operate on the principle of variable magnetic coupling between coils are
mechanotransducers, that is, they can be used to measure or generate linear or rotational
displacements. Because many other physical phenomena can be converted to small linear
rotations or displacements, this class of transducer also is the basis for certain pressure,
temperature, and acceleration sensors. Lion’s Sec. 1-22 (1959) gives a good summary of this
class of transducer, which includes the LVDT and the synchro transformer.

6.2.5.1 LVDT

The LVDT is one of the most widely used mechanical input sensors in modern instrumen-
tation practice. LVDTs are used to measure linear mechanical displacement or position in
control systems and in precision manufacturing gauging and can be used indirectly to
measure force, pressure, acceleration, etc., or any quantity that can be made to cause a lin-
ear displacement. Figure 6.33A illustrates a section through an LVDT showing the central
excitation coil; two, symmetrically located pickoff coils; and the hollow, cylindrical core
tube through which slides the high-permeability magnetic core. The position of the core in
the center tube relative to the excitation coil and the two pickoff coils changes the mutual
inductance between the excitation coil and the pickoff coils, varying the induced voltages
in the two pickoff coils. As one voltage drops, the other rises, etc.

A schematic representation of an LVDT is shown in Figure 6.33B. Note that the two,
series pickoff coils have opposite dot polarity, so that when the moveable magnetic core
is at magnetic center (x = 0), the induced EMFs in each coil sum to zero at the output. The
AC excitation of an LVDT can range in frequency from about 50 Hz to 20 kHz. Peak output
response for a given displacement, dx > 0, is maximum at some frequency that may range
from 400 Hz to over 2 kHz. Some LVDTs contain built-in oscillators and PSRs so one has
only to supply a DC power source (e.g.,, 24 V) and observe a DC output that has a volt-
age/core-position relationship similar to that shown in Figure 6.34. Several electronic IC
manufacturers offer oscillator/PSR chips (Signetics” NE5520, Analog Devices” AD630) to
facilitate the use of LVDTs, which do not contain this signal processing circuit internally.

LVDTs are not zero-force sensors. If their cores experience a lateral force, there will be
increased friction with the inside of the core tube. In addition to friction forces, the sole-
noidal magnetic field from the excitation coil acts to pull the core toward the center (x = 0)
position. The solenoid or axial force is proportional to the square of the excitation cur-
rent. Typical peak axial force is less than 1 g, which is negligible in most position-sensing
applications.

Specifications for LVDTs vary widely according to application. Those used for gauging
applications (e.g.,, measuring the contour of a cam) have infinite resolution, linearity of
+0.2% of full range and repeatability as small as 4 microinches. Gauge LVDTs generally
have some sort of special tip to contact the work, such as a hardened, tungsten carbide ball,
and also a helical spring to maintain a constant static contact force with the work. Other
versions of LVDT gauges use air pressure to obtain a variable gauge contact force that can
be set for delicate (soft) materials. The former Schaevitz Company (now Sherborne Sensors,
Wyckoff, NJ) PCA-230 series precision, pneumatic, LVDT gauges had gauging ranges from
+0.005" to +0.100". Other models had ranges up to +1.000", and some had built-in oscillator/
demodulator ICs for DC operation.



Survey of Sensor Mechanisms 285

VQ
® Vg 9 —@— ® Vy 0
/Case
— 1T ] | — TIT—TT T——
—— BOEO0000
z ; z ;
x>0 ¢ ) % ¢ )
C )] C )]
C )] C )] .
QOTOTOTTO | EZ38358% [ececcccecee] Ferromagnetic
: core
Wy
"
P
Teflon — |

PR R R R
P R

lining

PR R R

D R R
PR R R R
P R

1
/
(A) Pickup coils M Excitation coil

Ferromagnetic
core \

[ J
+
Excitation
Ve @ coil Vo
V.
< 02
Magnetic flux /
(B) linkages o
[ J

FIGURE 6.33
(A) Longitudinal cross section through a typical LVDT. (B) LVDT schematic. Note the dot notation on the output
coils.
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FIGURE 6.34
Typical output voltage vs. linear core displacement for an LVDT.
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6.2.5.2 Synchros and Resolvers

We first consider synchros, also called selsyns or autosyns. These are angular position sen-
sors that work on the principle of variable mutual inductance. They were perfected during
World War II and find limited use in twenty-first century measurement system designs.
They generally have multiple windings. There are three main classes of synchros: transmit-
ters, repeaters, and control transformers. Figure 6.35A is a schematic diagram of a synchro.
Rotor excitation is generally at 60 or 400 Hz. The three stator windings are arranged at 120°
spacings, so the induced stator voltages may be written as follows:

vy(t) = Vi sin(2nft) sin(6) (6.81a)
0, (t) = Vi sin(2mft) sin(180° +6) (6.81b)
v5(t) = Vi sin(2mft) sin(240° + 6). (6.81¢)
|
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FIGURE 6.35

(A) Schematic diagram of a synchro transmitter. (B) Electrical connections between a synchro transmitter and
repeater (receiver) enable the repeater rotor to follow the angle of the transmitter’s rotor. No electronics are
involved.
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Synchros were first widely used in the 1940s in military systems as angular position
sensors and components in servomechanisms used to train guns or gun turrets, sonar
arrays, or radar antennas. Synchros come in all sizes, ranging from the massive US Navy
7G developed in World War II to modern, miniature synchros measuring 1" in diameter
by 1.8" in length. Synchro accuracies range from +0.1° to about +1.0°.

The simplest application of two synchros is signaling a shaft rotation angle to a remote
location. In this application, two synchros are used, a transmitter and a repeater, shown
in Figure 6.35B. The rotors of the transmitter and repeater are connected in parallel to the
AC line, and corresponding stator lines are connected. The rotor of the transmitter is at
some angle 0,. The rotor of the repeater is initially at some angle 6, and is free to rotate. The
repeater rotor experiences a torque causing it to rotate so that 6, = 6,. The repeater rotor
experiences zero torque when 6, = 0,. The repeater rotor generally has a light external iner-
tial load, such as a pointer, and some viscous damping to prevent overshoots and oscilla-
tions when following sudden changes in the transmitter’s 6.

Another major application of synchros is error signal generation in carrier-operated,
angular position control systems (see Figure 6.36). A synchro transmitter and a synchro
control transformer are used to generate a carrier frequency signal whose amplitude is pro-
portional to sin(0, — 6.), where 6, is the rotor angle of the transmitter and 6. is the rotor angle
of the control transformer. If we consider 6, to be the input, reference, or command signal
and O, to be the output of a servomechanism designed to follow 6,, then the output of the
synchro transformer may be considered to be the servo system error for 6, = (6, — 6,) < 15°,
where sin(x) = x in radians. The synchro transformer output can be shown to be a double-
side-band, suppressed-carrier modulated signal. When demodulated by a PSR, the output
will be a voltage proportional to sin(6, - 6.). Obviously, the synchro transmitter and trans-
former can be located at some distance from one another, a distinct advantage.

Modern practice, however, is to replace the electromechanical synchro transformer with
a commercially available, solid-state circuit system into which the input angle is read as a
binary number from a coding disk, the output of which is displayed digitally, or in analog
form, the same as would be seen from the rotor of a conventional synchro transformer. In
spite of such solid-state conveniences, nonelectronic, electrical synchro systems are easy to
work with; however, they lack the precision of modern, digital position-sensing systems.
Modern angular position measurement systems generally make use of optical coding disks
and directly code shaft angle into digital form for transmission to the control computer.

Resolvers are another rotational coordinate sensor. As shown schematically in Figure 6.37,
resolvers differ from synchros in that they have two orthogonal stator windings and two
orthogonal rotor windings. The stator windings are generally energized so that

4 (t) = Vg sin(mt) (6.82a)
v (t) = Ve sin(mt). (6.82b)

Noting the dot convention shown in Figure 6.37, the induced output (rotor) voltages are

() = v (t) cos(8) —vx(¢) sin(0) (6.83a)
U2 (1) = =04 (t) sin(0) + v, () cos(B) (6.83b)

where 0 is the rotor angle with respect to the reference shown.



288 Introduction to Instrumentation and Measurements

V. (AC line)

\\
2-Phase, AC
servomotor Ve
FIGURE 6.36

Schematic of a simple position control system (servomechanism) using synchros. A synchro transmitter (T) and
a synchro control transformer (CT) are used.

Ifjust S, is excited, the resolver may be used to do polar to rectangular coordinate trans-
formation in an electromechanical system. In modern instrumentation systems, such
transformations are better done by software in a computer.

6.2.6 Variable Capacitance Sensors

Many mechanical input sensors, and some sensors that measure humidity or temperature,
operate by the transduced quantity causing a change in capacitance, which, in turn, is
converted to an analog output voltage by an AC bridge circuit or other electronic system.
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FIGURE 6.37
Schematic of a resolver.

Capacitive sensors have been designed to measure force by means of displacement of one
or two capacitive electrodes. They also can be used to measure acceleration, thickness,
depth of a dielectric liquid, and pressure. In its simplest form, the mechanical input quan-
tity causes a change in the separation between two (or more) capacitor plates, as described
in the following.

The capacitance between two, parallel, conducting plates, each of area A, separated by a
dielectric of thickness d is given by (neglecting fringing effects)

_ KELA
d

C (6.84)

where
Kk is the dielectric constant of the material separating the plates
g, is the permittivity of free space (8.85 x 10712 F/m)

Small variations in C, AC, which may be measured by several means, may occur if
the plate separation is caused to change by some physical quantity or if the dielectric
constant, k, changes due to pressure, temperature, mechanical strain, humidity, etc. The
overall dielectric constant may also be modulated by sliding a substance with a dielectric
constant greater than one between the capacitor plates so that some fraction, «, of A has
a dielectric constant of x = x; and the remaining area between the plates, (1 — a)A, has a
dielectric constant x = 1. The area of the capacitor plates may be effectively changed by
sliding one plate over the other at constant d. An example of this latter means of effecting
a AC is found in parallel-plate, rotary tuning capacitors used in radios.

Means of measurement of capacitance changes include various capacitance bridges or
use of the capacitor in a tuned LC circuit determining the frequency of an oscillator; the
oscillator’s frequency is measured to obtain a signal proportional to 1/yLC.

One of the most sensitive means of producing an output voltage proportional to AC is
through the use of a de Sauty bridge, shown in Figure 5.7 and discussed in Section 5.5.1.4.
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Section through a differential pressure transducer that uses the small change in capacitance caused by the
deflection of the diaphragm to produce an AC output signal proportional to (P, — P,). A de Sauty bridge is used.

A capacitive pressure sensor in which a diaphragm deflects as the result of the pressure
differential across it is shown in Figure 6.38. The diaphragm is grounded and thus forms a
common plate with two capacitors such that C;= C, - AC, C, = C, + AC, and AC = k(P, — P,).
If a de Sauty bridge is operated at a frequency f, = 1/2aRC, Hz, with peak excitation volt-

age V,, it is easy to show that

5(5): 1/s(Co—AC)  1/s(C,+AC)
V. 1/s(Co —AC)+R 1/s(C,+AC)+R"

After some algebra, we can write

Vo (s)= $2RAC
Vi, (1+sRC,)* —s*R*C*(AC/C.)*

Letting s = jo = j/RC,, and noting that (AC/C,)* < 1, we obtain finally

AC
Co

Vo, |
75(]00)—

(6.85)

(6.86)

6.87)
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or

., (AC),. t
(1) = Vs( C. }IH(RCO ) (6.88)

The bridge output, V,, in this example is a double-sideband, suppressed-carrier signal
whose amplitude is V, = V,(AC/C,). Since it is possible to resolve a V, as small as 1 pV, when
V, is typically 5 V pk, and C, is 100 pF, AC can be as small as 2 x 10~* pF!

Pressure measurements can also be made using a capacitor with fixed geometry but with
a dielectric constant that changes with pressure. Certain nonpolar liquids, gasses, and
piezoelectric materials can be used for this purpose. Lion (1959) reported that the dielec-
tric constant of air at 19°C varies from 1.0006 at 1 atm to 1.0548 at 100 atm. Unfortunately,
dielectric constants also change with temperature, so a null transducer can be used in a
bridge circuit to obtain temperature compensation.

Dranetz, Howatt, and Crownover, cited by Lion, developed a titanate ceramic called
Thermacon™, in which the dielectric constant decreased linearly over the temperature
range of —40°C to +160°C. One specimen was described, which had a dielectric constant
of 490 at room temperature and a dielectric constant tempco of —0.003/°C. However, the
tempco increases dramatically as the Curie temperature is approached.

6.3 Fiber-Optic Sensors

Fiber-optic (FO) dielectric waveguides were developed primarily for broadband, long dis-
tance communications links. Their main advantages are low cost (silicon vs. copper), broad
signal bandwidths, and immunity from interference caused by EM radiation, such as radio
waves, EM pulses (EMPs) generated by lightning, or, perish the thought, nuclear explo-
sions. They also may be used in harsh environments remote from their electro-optic signal
conditioning systems.

Interestingly, FOCs are also useful in a variety of sensor applications (Wolfbeis 1991).
They have been used in the measurement of electric current, magnetic fields, tempera-
ture, force, pressure, strain, acceleration, and pH. Several of their physical/optical prop-
erties have been used in realizing these applications. For example, (micro)bending of an
optical fiber will result in the loss of light energy from the fiber core into the cladding at
the bend, decreasing the output light intensity. This phenomenon is used in sensing force,
pressure, strain, etc. (Hochberg 1986). pH may be sensed by measuring the emission of a
fluorescent dye coating the end of the fiber; the emission characteristic of the dye changes
with pH. pH has also been measured spectrophotometrically with FOs; a pH-sensitive
indicator dye such as phenol red is immobilized inside a cuprophan membrane at the end
of a pair of FOCs. Light at two wavelengths is transmitted to the dye. Reflectance at one
wavelength is pH dependent; reflectance at the other wavelength is independent of pH
and is used as a reference. Reflected light at both wavelengths was collected by the output
FOC and processed. System output was linear with pH over a limited range (Peterson and
Goldstein 1982).

Another effect that is used in FO-based sensors is the modulation of the fiber’s opti-
cal polarization properties by mechanical strain, temperature changes, or magnetic fields.
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FOC:s are also used in Sagnac-effect, FO, laser gyroscopes. Their use in FO gyros is expedi-
tious, however, and it should be noted that the Sagnac effect will occur whether the light
travels in a closed path in air directed by mirrors or in a multiturn FO coil. Sagnac-effect
gyros are discussed in detail in Section 7.2.2.2.

6.3.1 Magneto-Optic Current Sensors

One of the major problems in measuring the electrical current in high-voltage, high-power
transmission lines is that of measurement circuit isolation. One means of measuring heavy
60 Hz currents in a conductor is through the use of a current transformer. This transformer
consists of a number of turns of wire wound on a high-permeability, toroidal magnetic
core. The current-carrying conductor is passed through the hole in the toroid, and its mag-
netic field induces a voltage in the toroid’s winding proportional to the current in the
conductor. This induced voltage is measured with an AC millivoltmeter. This means of
measuring heavy AC works fine at lower voltages on the conductor. However, when the
voltage on the conductor reaches values too high to safely isolate the toroid’s winding (and
meter circuit) from the conductor, some other means must be used to insure safety.

The Faraday magneto-optic effect offers one means to measure high currents on conductors
at extremely high voltages aboveground (50 kV and higher) with reasonable accuracy and
excellent isolation. Magneto-optic current sensors (MOCSs) that make use of the Faraday
magneto-optic effect can use either solid glass pathways or FO waveguides. When lin-
early polarized light (LPL) is passed through a transparent, diamagnetic material through
which a magnetic field is also passed in the same direction, there will be, in general, a rota-
tion of the polarization vector of the emergent ray. It may be shown that the polarization
rotation angle is given by

a=V I H.-dlL 6.89)

The rotation, «, is proportional to the line integral of the magnetic field intensity vector,
H, along the light propagation path, 1, which encloses the magnetic field. V is the Verdet
constant for the material used.

Note that by the Ampere circuital law,

J'H dl=1, 6.90)

where [ is the current enclosed by one optical path loop.
Hence, if N loops of a FOC are wound on a form so that all turns are aligned and have
the same area, we may express the Faraday magneto-optic polarization rotation as

o=VNIL 691)

Figure 6.39 illustrates one version of a Faraday current transducer consisting of N turns
of single-mode optical fiber wound around a current-carrying conductor. The optical rota-
tion of the LPL entering the fiber is given by Equation 6.90. There are several means of
sensing small changes in the optical rotation of LPL, which are discussed in the following.
The optical rotation, in theory, will remain unchanged regardless of the position of the
current-carrying conductor in the FO coil. Also, by using a diamagnetic material such as
glass fiber, the system has substantial temperature independence (Rogers 1973).
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FIGURE 6.39

An FO, electrical current sensor using the Faraday magneto-optic effect. The WP separates the magneto-
optically rotated E vector of the emergent LPL into two orthogonal components. The two components are
detected by photodiodes and their signals are processed by a ratio detector.

Another version of the Faraday MOCS developed by Cease and Johnston (1990) is shown
in Figure 6.40. Here, a single block of double extra dense flint (DEDF) glass is used. It acts
both as the Faraday medium and as an electrical insulator for the bus bar. For this geom-
etry, the optical rotation angle is given by

o.=VBL 6.92)

where
V is the SI Verdet constant
B is the magnetic flux density in Teslas
L is the optical path length over which the Faraday effect occurs

Hecht (1987) gave a table of Verdet constants. From this table, we see that V for quartz at
20°C and A = 578 nm is 1.66 x 10->minutes of arc/(gauss cm), V for light flint glass at 18°C
and A = 578 nm is 77.9 x 10-% minutes of arc/(gauss cm), and V for pure water at 20°C and
A =578 nm is 1.31 x 10-2minutes of arc/(gauss cm).

The magnetic field magnitude, B, around a current-carrying conductor at a distance R,
where R > r and r is the conductor’s radius, may be shown by the Biot—Savart law to be
given by

B= ( ; 7;11{) W/m? (in SI units). (6.93)
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FIGURE 6.40
Diagram of another Faraday MOCS devised by Cease and Johnston (1990).

(B in gauss equals 10* w/m?) The vector B is everywhere tangential to a circle of radius R
centered on the conductor. Such a magnetic field is called solenoidal, and if the light path
consists of N turns of an optical fiber wound on a circular form of radius R, concentric with
the conductor, then the net Faraday rotation is given by

o= V’[ (;L"IIQ) ](ZTCRN )(10°) = V’'u,IN(10°) minutes of arc. (6.94)
n

For example, a MOCS has 100 turns of a lead glass fiber with a Verdet constant V' = 80 x 10~
minutes arc/(gauss cm), and a current of 1 A will produce a B-field, which gives a Faraday
rotation of 10.055 min or 0.1676°/amp. Note that the constant, 10°, converts the Verdet con-
stant, V' in min/(gauss cm), to the SI V in units min/(W/m?m); p, = 1.257 x 10-* W/(amp m).

As you will see in the next section, it is entirely possible to measure small angles of opti-
cal rotation to better than +0.001°. This polarimeter resolution sets the ultimate resolution
of a FO MOCS.
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6.3.2 Means of Measuring the Optical Rotation of the Linearly
Polarized Light Output of Certain Optical Sensors

In order to consider the measurement of the rotation angle of LPL, we must first review
the mathematical description of light as a propagating transverse EM wave in a dielectric
medium. As is well known, the propagation of light can be described by the Maxwell
equations. In the simplest case, we will assume a plane wave propagating in the z-direction
in a source-free, isotropic medium with permittivity, &, and permeability, p. From the
Maxwell equations, we have

vxE=—98 (6952)
dt
VxB= (ue)ﬁ (6.95b)
dt
V.-E=0 (6.950)
V-B=0 (6.95d)

The second-order wave equation may be derived from the Maxwell vector equations, (6.95):

2
VE- (ue)% -0, 6.96)

Assuming sinusoidal SS conditions, we can write
VE+K*E=0 (6.97)

where k is the wavenumber defined as

2nf _ 2n
A

k= = 2nf (ue)'/? = % 6.98)

Note that in an anisotropic medium, k can be expressed as a vector

k=a,k, +ayk, +a.k.. (6.99)

Here, we use a, as a unit vector pointing along the positive x-axis and k, is the wavenum-
ber in the x-direction, a, is a unit vector pointing along the positive y-axis, and k, is the
wavenumber in the y-direction, etc. The anisotropy may be considered to be due to differ-
ent propagation velocities in the x-, y-, and z-directions (e.g., ¢, = 1/(e,p1,)'/?).

We note that the B- and E-field vectors are mutually perpendicular to each other and to
the direction of wave propagation, which we will take as the positive z-axis.

The polarization of an EM wave is defined in accordance with the IEEE standard (Balanis
1989). The polarization of a radiated EM wave is defined as “that property of a radiated
electromagnetic wave describing the time-varying direction and relative magnitude of the

electric field vector; specifically, the figure traced as a function of time by the extremity
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of the vector at a fixed location in space, and the sense in which it is traced, as observed
along the direction of propagation.” There are three categories of EM wave polarization:
linear, circular, and elliptical. If the E vector at a point in space as a function of time is always
directed along a line that is normal to the direction of wave propagation, the field is said to
be linearly polarized. To illustrate this property mathematically, we assume that the E vector
has x and y components and may be written as follows:

E=a,E, +ayE, = Re[axEx+exp(j{(ot —kz})+ayE,"exp(j{ot — kz})]
=aE,.cos(wt —kz + ;) +ayEy.cos(m—kz + ) (6.100)
where

E,and E,* are complex
E, and E, are real

Let us consider two cases of linear polarization: First, let E,, =0 and z = 0 for convenience.
This means that the locus of the instantaneous E-field vector is a straight line that is
directed along the x-axis. The E field is given by

E = a,E,, cos(of + ¢x). (6.101)

In a more general case of linear polarization, we let ¢, = ¢, = ¢, z = 0, and we find that the
E vector is given by

E- [ [EL) +(E,.)? ]cos(u)t +0). 6.102)

This gives a straight line at an angle a with the x-axis for all time, as shown in Figure 6.41.
The polarization angle a can be written as follows:

4 E
o=tan'| 2 | (6.103)
Xr
EY
E
E,
o Ex
//’//’ Exr
v, ///

FIGURE 6.41
E vector of light linearly polarized along the a-direction.
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Circular polarization is said to occur when the tip of the E vector traces a circular locus in
the XY plane when viewed by an observer standing at the origin looking in the positive
z-direction. (The EM wave is assumed to propagate in the +z-direction.) Circular polariza-
tion can be either clockwise (right handed) or counterclockwise (left handed), as viewed
looking from the rear of the EM wave in the +z-direction. It may be shown that circular polariza-
tion will occur when the E field has two, orthogonal, linearly polarized components with
equal magnitudes and the two orthogonal components must have a time-phase difference
of odd multiples of 90°. As an example of circular polarization, let us assume in Equation
6.100 that ¢, =0, ¢, = -n/2,z =0, and E,, = E, = Ecyy. Thus,

E, = a,Ecw cos(mt) (6.104)

E, =a,Ecw cos(mt—g)z ayEcw sin(ot). (6.105)

The locus of the amplitude of the E vector in the XY plane is just

|Et=\[E? + E2 = |E2w[cos*(et) +sin*(of)] = Ecw. (6.106)

At any instant of time, E is directed along a line making an angle o with the x-axis; so

o=tan™’ Mf = tan'[tan(wt)] = oot. (6.107)
Ecw cos(ot)

Thus, the angle o rotates clockwise with angular velocity of . The right-hand, circularly
polarized E vector can also be written (Balanis 1989) as follows:

E = EcwRe{(ax — jay) exp[j(ot —kz)]}. (6.108)

Using the development given earlier, it is easy to demonstrate that a counterclockwise
(left hand) rotating circular polarization vector will occur when ¢, = 0, ¢, = n/2, and
E, =E,, = Eccw- In this case, E = Eccy and « = —of. The E vector may be written as follows:

E = EccwRe{(a, + jay) exp[j(wt —kz)]}. (6.109)

It may be shown that LPL can be resolved into right- and left-hand circularly polarized
components. This can be demonstrated physically by passing a beam of LPL through a
quarter-wave plate optical device. In an isotropic medium, both right- and left-hand circular
components of linear polarized light rotate at the same angular velocity. In an optically
active, anisotropic medium, the velocity of light (in the z-direction) is different for left- and
right-hand circularly polarized waves. This difference in the propagation velocity of
the left- and right-hand circularly polarized waves is referred to as circular birefringence.
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Coté et al. (1990) showed that in an optically active, circularly birefringent medium, the net
rotation of LPL exiting the medium is

o= ( ni" )(nR —n) rad (6.110)
where
z, is the distance the LPL propagates along the z-axis through the circularly birefringent
medium

ng and n; are the indices of refraction in the medium for right- and left-hand circularly
polarized light, respectively

(The index of refraction of a medium is defined as the ratio of the speed of light in vacuum
to the speed of light in the medium; it is generally greater than unity.)

An EM wave is elliptically polarized if the tip of the E vector traces out an ellipse in the
XY plane as the wave propagates in the +z-direction. As in the case of circular polarization,
ellipses traced clockwise are right handed, and left-handed ellipses are traversed counter-
clockwise. The treatment of elliptical polarization is beyond the scope of this text. The inter-
ested reader who wishes to pursue this topic should consult Section 4.4 in Balanis (1989).

Polarimeters are optoelectronic systems designed to measure the optical rotation pro-
duced by an active medium. As we have seen earlier, the medium can be a piece of glass,
an optical fiber, or a solution containing optically active molecules (such as p-glucose).

The first and most basic type of electronic polarimeter design is shown in Figure 6.42.
Monochromatic light from a source, S, is collimated and then linearly polarized at a refer-
ence angle of 0° by an input polarizer. The linearly polarized beam is then passed through the
optically active medium, M, of length L. The E vector of the emergent beam is still linearly
polarized but is rotated some angle a. The emergent beam is then passed through an analyzer
polarizer whose pass axis is at 90° to the input polarizer. If a = 0, then the detector, D, will
sense zero light intensity. If a > 0, the light intensity will increase according to the relation

I= (IMZAX )[1 —cos(2a)]. (6.111)

T Chamber with medium

Laser

=

S

Lp2 |

=
=)
—_
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-

FIGURE 6.42
A basic, manually nulled, optical polarimeter. The sample chamber holding the optically active medium is typi-
cally L = 10 cm in length.
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Thus, o = 90° will result in maximum light transmission through the system to the
detector. Obviously, the I = f(o) function is nonlinear. This nonlinearity is true even for
a < 7° where the intensity is given by I ~ Ij;,x(a?), « in radians. To eliminate system non-
linearity for small rotation angles, we can orient the polarization axis of the analyzer
polarizer to 45°. Now, the light intensity at the detector will be maximum for o = 45° and
a constant level will be detected for a = 0. The intensity at the detector for a 45°analyzer
can be written as

I= (IMzAX )[1 +sin(2a)]. (6.112)

Now, for a < 7°, I may be approximated by

I~ ( ! MZAX )[1 +20], (6.113)

where « is in radians. Thus, the detector output will be linear in @, and the DC bias may
be subtracted from the rotation-proportional voltage. Limitations to the resolution and
precision of the basic polarimeter are set by the noise in I;,x and the noise in the electronic
photodetector.

A second type of polarimeter, described by Rogers (1973), was used in the design of a
FO, Faraday magneto-optic, electric current sensor. The Faraday magneto-optic effect,
described in Section 6.7.1, causes a rotation in the polarization angle of LPL traversing
a single-mode FOC with turns around a current-carrying bus bar. The emergent beam
is collimated and passed through a Wollaston prism, WP, as shown in Figure 6.43. Two
beams of light emerge from the prism and are directed to photodetectors D; and D,. The
WP is made from two sections of calcite, a birefringent mineral having different refrac-
tive indices in two different directions. As light travels through the first prism, both the
ordinary and extraordinary rays travel colinearly with different refractive indices. At the
junction of the two prisms, the beams are interchanged so that the ordinary ray propa-
gates with a lower refractive index and is refracted away from the normal to the inter-
face, while the extraordinary ray is acted on by a higher refractive index and is refracted
toward the normal. The divergence angle between the two beams is increased upon exit-
ing the prism; it depends on wavelength of the light used. (The divergence angle is about
22° for HeNe laser light at 633 nm.) If the input beam to the WP is linearly polarized at
an angle a with the x-axis, the x- and y-components of the entering ray’s E vector will be
resolved into the emergent rays: The upper (ordinary) ray will have its E vector directed
in the x-direction and be proportional to E,, of the input ray, and the lower (extraordinary)
ray will have its E vector directed in the y-direction and be proportional to E,, of the input
ray. The detector outputs thus will be proportional to E% and E.. In the Rogers detector,
the output is formed by analog processing the detector outputs as described by the fol-
lowing equation:

(6.114)
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FIGURE 6.43
Rogers’ (1973) polarimeter used in the MOCS system of Figure 6.39.

We note that if the analyzing WP is rotated 45° clockwise with respect to the x-axis of the
polarized input ray to the FO coil, the intensity component of the extraordinary ray from
the analyzer prism is given by

T = KE2 cos*(45° — av). (6.115)

And the intensity of the ordinary emergent ray is

Io = KE? sin?(45° - o). 6.116)

When these intensity expressions are substituted into Equation 6.114, it is easy to show by
trigonometric identities that the detector output is given by

V, =Kp sin(2a). 6.117)

Equation 6.117 reduces to V, = K2a, a being in radians, for « < 7°. Thus, the Rogers ratio
detector is substantially independent of noise affecting E, but still is affected by detector
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shot noise and noise in the ratio circuit. It should be noted that AC in the bus bar will cre-
ate a power line frequency B field, which in turn will give a sinusoidally varying a. Thus,
we will see for V,,

V,(t) = Kp2at, sin(2nft). 6.118)

It is this signal that is proportional to I(t) in the busbar.

A third polarimetric means of resolving very small optical rotation angles was developed
by Coté et al. (1992). The Coté system, which is a true angle measuring system, is shown
in Figure 6.44. A collimated beam of laser light is passed through a linear polarizer, then
through a quarter-wave plate to produce circularly polarized light. The circularly polarized
ray is then acted on by a rotating, linear polarizer (RP). The emergent beam is linearly
polarized with the angle of its E vector rotating through 360° with the angular velocity of
the rotating polarizer (RP), 2nf,r/s. The emergent beam is split into a reference beam and a
beam that is passed through the optically active medium, M, in which we wish to measure
the optical rotation, a,,,. The reference beam and the measurement beam from the medium
are then each passed through analyzer polarizers to two photodetectors, PDR and PDM.
The voltage output of each photodetector is proportional to the magnitude squared of the
E vectors emerging from the analyzer polarizers. In mathematical terms,

2
Vi = %[u cos(4f.1)] (6.119)
Kp |Ey I?
Vom = e [1+ cos(4mf.t + 20y, )]. (6.119b)
100 rpm
N s Sample PDM
HeNe R _I_I _|_| Q -|_|
laser [ U U U
LP1 M4 fo—— 1 — LP3 Vom
RP —r—1pr2 o
F—) PDR
VOR

¥

Precision Vo< 20,
phase [————>

meter

FIGURE 6.44

The millidegree polarimeter devised by Coté et al. (1990). Note: LP = linear polarizer, A/4 = quarter-wave plate,
RP = rotating linear polarizer (angular velocity o, constant), PDR = reference photodetector, PDM = measure-
ment photodetector, BPA = band-pass amplifier tuned to 2w,.
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Vom() and V() are passed through band-pass filters tuned to 2f, in order to eliminate
their DC components and restrict the noise bandwidth. A precision phasemeter is used
to directly measure the double optical rotation angle, 2a,,, from the cosine terms in
Equations 6.119. The magnitudes of Eg and Ey and the noise associated with them have
little effect on the measurement of 2a.,,. System resolution is better than +0.0005° (Coté et al.
1990). Note that the RP is effectively the chopper in the Coté et al. system and effectively
sets system bandwidth by the Nyquist criterion. It is apparent that the Coté system will
not work to measure o, varying at power line frequencies unless the optical modulation
frequency is made 600-1000 Hz. This system is best suited to measure small, static optical
rotation angles such as found when measuring aqueous glucose concentrations.

A fourth type of polarimeter having an interesting closed-loop, self-nulling design was
described by Gilham (1957). It had a noise-limited resolution of about +0.0006°. A schematic
diagram of the Gillham design is shown in Figure 6.45. Full-scale sensitivity was 0.02°

z
-
.
A
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Collimated /
light source |E| H_H Sample Py PMT
b c E d
‘ } |_| H-U ® ® E
1
= Amp.

Sync. pickup

Sync.
DC current

Vs PSR

Integrator

FIGURE 6.45

The self-nulling polarimeter of Gilham (1957). A constant optical rotation, a, is produced by the optically active
sample in the cuvette of optical path length L. The chopper disk rotates at 1000 rpm. It has alternating segments
of plain glass and linear polarizers that rotate the beam’s E vector by 20 degrees. The integrator forces a zero net
DC optical rotation at (c), which gives zero DC light flux at (d). Note: P, and P, are orthogonal linear polarizers,
PMT = photomultiplier tube photodetector, and IF = interference filter monochromator.
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for the open-loop version of the Gillham system, which makes use of a double-sideband,
suppressed-carrier detection scheme. Referring to Figure 6.45, we see that monochromatic
light passing through polarizer LP1 is linearly polarized at an angle of -0, (clockwise)
with respect to the x (vertical)-axis. A polarizing chopper was made by cementing four,
equally spaced, quartz polarizers to a glass disk, which was rotated at 1000 rpm. When
the beam emerging from LP1 passes through the disk, the polarization vector is either
unchanged as it passes through the glass (or is rotated +20,, counterclockwise) when it
passes through the quartz. Thus, the beam emerging from the chopper wheel is alternately
polarized at —6,,and +0,, at 66.7 cycles/s with a square-wave waveform.

The polarization modulated beam next passes through a Faraday rotator (FR), whose DC
coil current causes an additional rotation of the chopped beam so that the beam exiting
the FR has the angles (-0, + o) and (+6,, + o). The beam next interacts with the sample, S,
whose optical rotation, ag, we wish to measure. The ray emerging from the sample thus
has alternate polarization vectors of (-6,, + as+ o) and (0., + ag + ag). The beam next passes
through polarizer LP2 on its way to the photodetector. LP2’s axis is put at —90° to the
input x-axis, so that the photodetector’s output is a 66.7 Hz square wave with peak-to-peak
amplitude given by

Vd(PPK) = (I<210 ){[1 — COS(2(em + Ol — (XF))] — [1 — COS(Z(—Om + Olg — Ol ))]} (6120)

which reduces to
KI,
Vd(PPK) = (2 ){COS(Z(em + O — as)) - COS(Z(em — O+ Oﬂs))} (6121)

By trigonometric identity, we simplify the Equation 6.121 to find
Vd(PPK) = (KIO )Sln(Zem )SIII(2OLS - 2(11: ) (6122)

Assuming that the magnitudes of the arguments of the sine functions are less than 7°, we
may finally write, noting that the angle values are in radians,

Vaerx) = 4KI0m (0t — 0t ). (6.123)

From Equation 6.123, we see that if the FR coil current is zero, the waveform observed
at the detector is a true square-wave, double-sideband, suppressed-carrier modulated signal.
Gillham used 6, = 3° If the FR is included in a feedback loop, as shown in the block
diagram of Figure 6.46, it is easy to show that the SS output of the integrator, V,, is exactly

_Os

V, =
Ky

(6.124)

where K is the FR constant in radians/volt. This servo loop generates a Faraday rotation
angle in the SS, which is equal and opposite to the sample angle. Because of its relatively
low modulation frequency (66.7 pps), the Gillham system is not suitable to measure 50 or
60 Hz power line currents with Faraday MOCSs; it is intended to measure small (<0.03°),
static optical rotation angles.
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FIGURE 6.46

Systems block diagram of the feedback system used by Gilham (1957) to measure the optical rotation of the
sample, o,. The output of the phase-sensitive demodulator (PSD) is integrated and the integrator output V, is
used to drive the FR so that its rotation a; = —a, in the SS.

A fifth type of polarimeter that also uses feedback was described by Cease and Johnston
(1990). Their system is shown schematically in Figure 6.40. Instead of using multiple turns
of FOC wrapped solenoidally around the current-carrying busbar, they used a single
block of quartz glass as a single-turn optical pathway through which the busbar passes.
The AC in the busbar causes a proportional optical rotation, a, by the Faraday magneto-
optic effect. (Positive « is taken here as counterclockwise.) An analyzer polarizer, LP2, is
assumed to have its axis at +45° (counterclockwise) to the vertical (0°) polarization axis of
the input polarizer, LP1. Thus, the detector output voltage, V;, may be expressed as

V, = ( K;I 0 )[1 +sin(20)]. (6.125)

For a < 7°, Equation 6.125 reduces to
Vi =Ki,[0.5+0] (6.126)

where, as expected, « is in radians. As is seen in the system block diagram, Figure 6.47, the
photodetector output, V), is conditioned by two, simple low-pass filters. The output of the sec-
ond filter, V;, is subtracted from a DC level, V,, and this difference is amplified and used to
control the average light intensity, I, of the LED light source for the system. Thus, I, is given by

I, = G Kiep (Ver=V3). (6.127)

It is seen that this feedback system is nonlinear and that a simple pencil and paper analysis
of the transfer function for V, vs. a is out of the question. Accordingly, we have simulated
the system’s behavior.

The original Cease and Johnston paper gave no constants for their system’s components, so
we arrived at the values used by reasonable estimates and trial and error. Figure 6.48 illus-
trates the results when the program given earlier is run with the constants given in the figure
caption. Note that the photodetector output, V;, is a sinusoid of line frequency whose peak-
to-peak amplitude in the SS is proportional to the current in the busbar. The DC level of V,,
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Block diagram of the polarimeter used in the MOCS described by Cease and Johnston (1990). See text for description.
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Results of a Simnon™ simulation of the block diagram system of Figure 6.47. The AC component of voltage V,
(trace 2) is proportional to I(f) in the busbar and would be isolated by a band-pass filter. Other traces are 1 = V,,
3=V, 4=1,5=alpha, 6 = zero.

however, must be removed by passing V, through a band-pass filter (not shown in the original
Cease and Johnston paper). It is the AC voltage output of the band-pass filter that is actually
measured to give the value of I(f) in the busbar. In our simulation of this system, we noted
that the linear proportionality between the peak-to-peak V, and I(¢) is lost for I, > 1200 A, for
the constants we used. An I, of 2000 A gives severely distorted peaks on the V; waveform.
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In conclusion, we have seen that there are a number of ways that can be used to resolve
optical rotation angles as small as 0.001°. Such small polarization angles may occur in instru-
mentation systems that make use of the Faraday magneto-optic effect, the electro-optic
effect, the electrogyration effect (Rogers 1976), and in chemical polarimetry (cf. Section 13.2).

6.3.3 Fiber-Optic Mechanosensors

In this section, we will review the operation of various mechanosensors using optical
fibers and light, (excluding FO, Sagnac-effect gyroscopes). FO systems have been devised
to measure pressure, force, displacement, acceleration, etc., using a variety of mechanisms.
Hochberg (1986) placed FO sensors in two classes: extrinsic FO sensors, in which the FOC(s)
is/are passive communications link(s) to an optically active terminating element, and intrinsic
FO sensors in which some optical property of the FOC itself is changed by the QUM.
Examples of extrinsic sensors are the intravascular pressure transducer developed
by Hansen (1983) (see Figure 6.49A and B) and the feedback pressure sensor developed
by Neuman (1988) for measuring intracranial pressures. The Neuman sensor, shown in

-
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FIGURE 6.49

(A) Mixed fiber, FO pressure sensor. The pressure difference across the diaphragm causes a change in the
measured light output. (B) Relative sensor output intensity vs. pressure difference for the Hansen (1983) FO
pressure sensor.
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FIGURE 6.50

(A) The Neuman (1988) pneumatic feedback pressure sensor probe. When the internal pressure equals the
external pressure being measured, there is no diaphragm deflection, and the light outputs are equal. (B) Block
diagram of a simple controller for the Neumann pressure sensor. The system requires a voltage-to-pressure
transducer to adjust the internal pressure of the probe.

Figure 6.50A, is a feedback or null system. The micro-diaphragm deflects proportional
to the pressure difference across it. An increased external pressure, P,, causes an inward
deflection of the diaphragm, in turn causing less light to be reflected from the input optical
fiber to fiber A, and more light to enter fiber B. Fibers A and B go to two photodiodes. The
conditioned outputs of the photodiodes are subtracted to form an error signal that, if nega-
tive, causes the pressure inside the probe, P, to increase, forcing the diaphragm outward
until the error signal is zero. At this point, the diaphragm is in its equilibrium position,
and P, = P.. P, is easily measured by a standard pneumatic pressure sensor and, in the SS,
is equal to P,. The block diagram for a simple controller for the Neuman probe is shown in
Figure 6.50B. Other extrinsic FO sensors are shown in Figure 6.51A and B.

One intrinsic FO mechanosensor (FOM) makes use of the property of optical fibers in
which microbending causes a net decrease in the transmitted light intensity because of the
loss of light power into the cladding; the bending angle prevents internal reflection of light
back to the core (see Figure 6.52). The microbending obviously requires small deflections
of the deformer relative to the fiber and can be the result of the deflection of a diaphragm
(pressure sensor) or elongation of a load cell (isometric force sensor). Another intrinsic
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(A) A basic, single-fiber, extrinsic sensor in which some force (e.g., from flow) causes lateral displacement of one
fiber, decreasing light coupling. This type of sensor is inherently nonlinear. (B) The optical coupling between
two OFs varies with the distance from a plane reflecting surface in a nonlinear manner.

FOM design makes use of interferometry. Figure 6.53, after Hochberg (1986), illustrates an
interferometric sensor system. The detector utilizes the light and dark interference pat-
terns caused by combining the reference and measurement fiber light outputs. In this case,
some net deformation of the measurement fiber causes a change in the fiber’s core’s refrac-
tive index, hence a phase change in the light output and an interference fringe shift that
can be sensed by the detector. The spatial distribution of light in an interference pattern at
its center generally follows a function of the form

I(x)= (12" )[1 + cos (4;? )] (6.128)

where X is the spatial period of the fringes. The fringe shift occurs because of a small change
(6x) in the spatial parameter, x. For maximum sensitivity, the fractional fringe shift should
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Schematic diagram of a two-fiber interferometer in which some physical quantity acting on the sensor fiber
cases a phase change between the two light paths, hence a change in the detected intensity of the interference

pattern generated.

be sensed at the points of the steepest slope of the cosinusoidal term in Equation 6.128.
Thus, I(8x) = (I,/2)[1 + 4ndx/X].

An intrinsic, FO pressure sensor system using polarized light and interferometry was
described by Bock et al. (1990). The Bock system is basically a one-fiber, Mach—Zehnder
interferometer in which the sensing fiber carries two optical modes differing in polarization
and whose phase delays change differentially in response to the applied external pressure.
The pressure sensor of Bock et al. (1990) was shown to have almost perfect compensation
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Schematic diagram of the interferometric, high-pressure sensor developed by Bock et al. (1990). It is a one-fiber,
Mach-Zehnder interferometer that makes use of the pressure dependence of the sensing fiber’s refractive index.

for temperature changes. Figure 6.54 shows their experimental setup, which used a HeNe
laser as a source. The laser output was linearly polarized and launched parallel to one of the
two principal axes of a highly birefringent (HB) fiber leading to the sensor. A bidirectional
coupler couples light to the measurement fiber. The HB measurement fiber has a 45° axial
splice (the reference section is rotated 45° with respect to the input segment). The reference
section is of length L,. The sensing (terminal) section of HB fiber is axially spliced with a
90° rotation to the reference section. The terminal end of the sensing section of fiber has a
gold mirror to reflect the light back down the fiber to the analyzer and detector. In another
paper, Barwicz and Bock et al. (1990) reported further on their FO pressure sensing system.
The photodetector output voltage was given by the rather complex formula

o(p,T) = (ZO ){1 +cos [(:ZT;L J[Z‘ —CyBAT +|Clap J:|} \Y (6.129)
where

AT is the temperature difference from the reference temperature
p is the gauge pressure the FO sensor is exposed to

A is the wavelength of light in the optical fibers

Ly is the beat length parameter of the fiber

L is the length of the fiber

a and p are material constants

C, is the relative photoelastic constant
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C is a pressure-dependent photoelastic constant given by
c
C = 1’[3 (1 + E )(plZ - Pll) (6130)

where
n is the refractive index of the fiber core
o is the Poisson ratio
E is Young’s modulus
py; and p;, are optical strain coefficients

Barwicz and Bock (1990) showed that v(p) obtained experimentally follows Equation
6.129 quite closely, the period of v(p) varying inversely with sensing fiber length, L. For
example, with L = 26 mm, the period in v(p) is 26 MPa; that is, the cosinusoidal curve
repeats itself every 26 MPa over a 100 MPa range. Note that 1 psi = 6895 Pa. By using three
different lengths of FO sensor and computer processing of the sensor outputs, Barwicz
and Bock were able to cover a 100 MPa range with 0.01 MPa resolution. This implies an 80 dB
SNR for their system for high-pressure measurements.

Additional examples of FOMs may be found in the texts by Culshaw (1984), Marcuse
(1981), Davis (1986), and Cheo (1990). The design of FOMs is a rapidly growing field that has
an active literature in instrumentation and in optoelectronics journals.

6.4 Photomultiplier Tubes and Related
Photoelectron Multiplication Devices

6.4.1 Introduction

Photomultiplier tubes (PMTs) are the most sensitive of visible-range photon sensors. Under
special operating conditions, they can respond in an almost 1:1 manner to single photons
that strike their photocathodes. PMTs have been replaced in many applications by solid-
state sensors such as avalanche photodiodes (APDs). However, they remain the photon sen-
sor of choice for ultralow light intensity sensing such as in fluorescent molecular tagging
applications, Raman spectrophotometry, single-bubble sonoluminescence (SBL) research,
and spectrophotometry. PMTs are vacuum tubes. Early PMTs had glass vacuum enve-
lopes about the size of a beer can; newer PMT designs are smaller. Figure 6.55A schemati-
cally illustrates a cross section through a cylindrical, end-on, PMT. Inside are photocathode,
electron-focusing electrodes, and a series of 8-14 dynode electrodes where electron multipli-
cation takes place. Ten dynodes is a more common number. The multiplied electrons are
collected by the anode and form the PMT’s photocurrent. In side-on PMTs, the geometry is
changed so the photon (light) window is at right angles to the long axis of the envelope.

The photocathode is generally semitransparent to permit greater efficiency in photon
capture. It is often made from bialkali, low-work function materials that determine its
spectral sensitivity in mA of photoelectrons emitted per watt of light at a given wavelength.
If a quantum of light with energy hv > ¢ strikes the photocathode, an electron may be
emitted. ¢ is the cathode work function in joules. Statistically, the ratio of emitted photoelec-
trons to incident photons is the quantum efficiency, n. In general, 0 <n < 1.
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(A) Cross section of a 10-dynode, end-window PMT. (B) Schematic of the 10-dynode PMT. The dynodes are
biased with a simple resistance voltage divider.

One photoelectron emitted from the cathode is accelerated in the PMT by the electric
field between the cathode and the first dynode to the more positive first dynode electrode.
It hits the first dynode with sufficient kinetic energy to release perhaps four electrons (on
the average) that in turn are accelerated to the second dynode, which is at a fixed potential
more positive than the first dynode. These electrons, too, gain enough kinetic energy
to each dislodge say another four electrons. Now, a total of 16 electrons strike the third
dynode, and the process repeats itself. Thus, it is easy to see that 41°= 1.05 x 10° electrons
strike the anode as the result of one photoelectron being emitted in a 10-dynode PMT.
The dynode-to-dynode potential is maintained by a simple resistive ladder voltage
divider biasing circuit as shown in the dynode schematic in Figure 6.55B. The delay time
between the emission of the photoelectron from the photocathode until the current pulse
is seen is typically ca. 20 ns in a 10-dynode PMT. A typical dynode-to-dynode potential
is ca. 100 V.
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Desirable characteristics in a PMT

1. High responsivity (A/W)
2. Low dark current

3. High output SNR

4. Wide spectral response
5. Low transport delay

6. High stability

Disadvantages of PMTs

. Mechanically fragile (glass envelope).

. Shapes and sizes are limited. Physically large.
. Need stable high-voltage power supplies.

. Expensive ($100s).

. Responsivity affected by magnetic fields. Needs magnetic shielding in critical
applications.

QO k= W N =

6. Needs cooling to LN, temperatures for noise reduction in critical applications.

Competing with glass envelope PMTs are channel-plate photomultiplier (CPM) devices
and single-channel PMTs, both of which are described in the succeeding text.

6.4.2 Operation of PMTs

Figure 6.56 illustrates the anode (output) spectral responsivity of five different Oriel PMTs.
Each uses a different photocathode material. Note that some cathode materials permit
PMT operation at UV wavelengths down to 185 nm (e.g,, Hamamatsu R6925, a 9-dynode,
side-on PMT that uses a bialkali cathode and a UV glass window) and others in the NIR to
wavelengths as long as 1700 nm (e.g.,, Hamamatsu R5509-72, a 10-dynode PMT that uses an
InP/InGaAs cathode and a borosilicate glass window). (See Hamamatsu 2013.)

The gain or amplification of PMTs can be expressed in several ways: (1) an anode spectral
responsivity, R ,()), in anode amps per watt of incident light power on the photocathode; (2)
a pure current gain between cathode and anode, G;; and (3) photocathode responsivity R-())
in milliamps/watt. R,(A) and G; depend on the inter-dynode potentials, and the number of
dynodes. For example, the Oriel model 77341 PMT operated at 1000 V has an inter-dynode
potential of 100 V, a maximum R,(}) =2 x 10°A/W, G; =5 x 10°, and R-(») = 0.04 A/W. In
addition, this PMT has a maximum anode current, I, = 100 pA, from which we can con-
clude that the maximum input light power is 0.5 nW! The model 77341 PMT also responds
to light wavelengths from 185 nm (UV) to 870 nm (NIR). It has a broad peak R.-(}) from
ca. 300 to 550 nm. Its photocathode is 8 x 24 mm, its 10%-90% rise time (anode current in
response to a step of light) is 2.2 ns, and the transit time between a step of light and the
anode current step is 22 ns. (Note that the electrons moving between dynodes travel at
finite velocity, being accelerated by the 100 V inter-dynode potentials.) In addition to the
anode photocurrent, all PMTs have an anode DC dark current, I,,. I, has two principal
components: amplified thermionic emission from the dark photocathode and an ohmic
leakage component. Ohmic leakage can be the result of fingerprints and solder flux on
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FIGURE 6.56
Spectral sensitivity of five different Oriel PMTs.

the PMT base and socket. The Oriel model 77341 PMT (sold by Newport) (Oriel 2013) has
Iba = 2 nA. The thermionic emission from the cathode I can be modeled by

Itc = KT? exp[g)A (6.131)

where
Kis a constant
T is the absolute (Kelvin) temperature
¢ is the cathode work function in joules
k is Boltzmann’s constant (1.380 x 1023 J/K)

All PMTs are noisy. Noise in the anode current comes from four sources: (1) white
Johnson or thermal noise from the series resistor used in the anode circuit, (2) white noise
from thermionic emission from the dynode surfaces (the resistors’ Johnson and dynodes’
shot noises are generally neglected in calculating PMT output SNR [SNR ]), (3) white shot
noise from the thermal emission of the (dark) photocathode, and (4) white shot noise from

the photocathode’s actual photocurrent. Thus, the mean-squared anode (output) noise cur-
rent can be written as follows:

E =G? [Zq(l cp + ITC)] B mean squared amps (6.132)

where B is the Hz noise bandwidth (very high if we are counting pulses, low if DC light
levels are concerned) and the cathode photocurrent is I, = Ro(AM)P;. P, is the light power in
watts at a wavelength, A, incident on the photocathode. I is the cathode’s average therm-
ionic emission current; it increases with the cathode’s Kelvin temperature.
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Assume the output signal at the anode is the RMS photocurrent from the cathode mul-
tiplied by G;. That is, I,p = IopG; = G{R(MP; . Thus, we can write the mean-squared output
SNR as

SNR, = CGIRWE  _  ReWP

= = . (6.133)
quGlz[ITC +Rc(MP.] 2qB[ITC +Rc (MR ]

Note that SNR| is independent of the PMT’s current gain, and it increases with increasing
input light power to the photocathode, P;. A commonly used technique to increase SNR,
is to decrease I by operating the PMT at the temperature of boiling liquid nitrogen (LN,)
(-196°C) or by cooling it thermoelectrically. Lion (1959) reported that there can be a 40 dB
increase in a PMT’s rms SNR, between room temperature operation and operation in LN,.
Figure 6.57 shows that PMT SNR exceeds that of pin PDs and exceeds APDs for intensities
<1 x10-1W.

Let us now calculate the light power at 555 nm wavelength to give a PMT SNR, = 1. We
assume the PMT is cooled with LN, so the cathode thermionic emission is ca. 1 electron/s,
or [;c = 1.6 x 107 A. We set the SNR, = 1:

2
- ReWh2 (6134)
2qB[Irc + Rc (AP ]
Equation 6.134 yields a quadratic equation in Py :
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FIGURE 6.57
Representative comparison of output SNRs for three major categories of photosensors under varying input
light power conditions. Note: PMT = photomultiplier tube, APD = avalanche photodiode, pin-PD = pin
photodiode.
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Solving this quadratic equation for its real root, we find a good numerical approximation:

2qB
Bq= . 6.136
TR (6136)

Substituting the numerical values from the Oriel 77431 PMT cited earlier, R-(») = 0.04 A/W
and B = 10° Hz. Thus, P, = 8 x 107®* W, mighty small!

An LN,-chilled, 12-dynode PMT properly operated can be used to statistically detect
single photons. Under extreme low-light power conditions, a single photon may or may not
generate a single photoelectron. If it does, the electron is multiplied and gives an output
current pulse. Under these conditions, the dark current is due to single thermionic elec-
trons from the cathode, which occur at about 1 s. One means of resolving photoelectrons
over thermionic events is differential counting. A count of output current pulses over a
fixed time is made with the PMT covered to get the mean emission rate for cathode therm-
ionic electrons, then the constant photon source is presented to the PMT and the count
redone. The extra counts are presumed to be due to photons. A pulse-height window is
used to exclude smaller anode output pulses coming from thermionic emission from the
dynodes. Cathode thermionic electrons and photoelectrons are assumed to follow Poisson
distributions. Ortec AN51, Rev. 1 (2000), describes the statistical theory required to estimate
the number of single photons/time. Maximum sensitivity of an LN,-chilled, magnetically
shielded 14-dynode PMT is on the order of 10-¢ W at A = 555 nm, using a lock-in amplifier
signal recovery system such as the Oriel Merlin™ digital lock-in radiometry system, sold
by Newport.

For fast pulse operation of a PMT, the dynodes #10, 11, and 12 are bypassed to ground
with capacitors on the order of 0.02 pF. The size of the capacitor bypassing the last (12th)
dynode should be at least 100 times the output charge per pulse, sic:

100 (Lappi T,)

Cp 2
12 V.,

6.137)

where
Ixppk i the peak anode output current
T, is the output pulse width
V1, is the potential to ground at the 12th dynode (see the Hamamatsu (2013) online catalog,
Sect. 11, Voltage Divider Consideration)

6.4.3 Single-Channel Photomultiplier

The Perkin-Elmer (P-E) CPM tubes (C900-C1300-C1900 series) have an incredibly simple
and ingenious design (see P-E Optoelectronics 2003). The envelope package is cylindrical,
75 mm long, and 10.5 mm in diameter. Four electrical leads come out the bottom. A semi-
transparent cathode is deposited on the inner surface of the entrance window. Figure 6.58A
illustrates a cross section of the P-E CPM tube. (The photocathode is shown separated
from the glass window for artistic simplicity.) In a major departure from PMT architecture
using dynodes for electron multiplication, P-E found that by accelerating photoelectrons
from the anode into the cork-screw-shaped, hollow, resistive channel, they would collide
with the inner walls of the channel, releasing secondary electrons that would also be accel-
erated and release still more electrons. Current amplifications is given as 5 x 107 with
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(A) Cross section of the P-E channel PMT (PE-CPM tube). (B) Plot of current gain (anode current/primary pho-

tocurrent vs. operating voltage, Vy).

a supply voltage of Vi = 2400 V. Supply (bias) current flowing up the resistive channel is
about 50 pA with Vi = 2400 V. Thus, the total channel resistance is about 47 MQ. Anode
sensitivity is R,(A) =3 x 106 A/W at A = 410 nm for the P-E model C492 CPM. This CPM has
a quartz window and a bialkali photocathode; it has a spectral response that lies between
165 and 650 nm. Also, I, = 80 nA, the anode current rise time is 3 ns, and the pulse width
(FWHM) is 6 ns for this CPM with a 2400 V supply. One P-E CPM (model C911) works into
the vacuum UV, down to 115 nm; it has a magnesium fluoride window. P-E claims that
because the channel electron multiplication process is essentially silent, the CPM has a
noise level one or two orders of magnitude lower than dynode PMTs, resulting in a sig-
nificantly higher dynamic range. The CPM tube’s current gain is shown in Figure 6.58B.

6.4.4 Microchannel-Plate Photomultipliers

The microchannel plate PMT (MCP) is another dynodeless PMT design. The heart of an
MCP is a lead glass disk through which have been inserted from 10*to 107 small holes.
The holes are typically 8-25 pm in diameter on 10-40 pm centers and 40-100 times longer
than their diameters. Each hole acts as a miniature CPM device. A potential of ca. 4000 V
is placed across the ends of the holes to accelerate the multiplied photoelectrons traversing
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the holes (Pankratz 1998). It has been found that the electron multiplier effect of the holes does
not depend on the length / of the holes or on their diameters, d, but rather on the ratio, « = I/d.
Hence, size reduction is possible permitting many small holes to be placed in parallel in an
MCP disk. The glass disk itself is on the order of 2.5 mm thick. The axis of each hole is per-
pendicular to the disk’s surfaces or can be inclined ca. 8° from perpendicular. To establish the
E-field across the tubes, a thin layer of a metal such as nichrome or inconel is vapor deposited
on the flat surfaces of the disk. The resistance between electrodes is on the order of 10° Q. MCPs
not only respond to photoelectrons emitted from a photocathode but can also directly detect
x-ray and y-ray photons. The electron gain of each MCP hole is from 10* to 107 (Wiza 1979).

As an example of an MCP, examine the Burle (now Photonis USA, Pennsylvania, Inc.)
model 85104 MCP device. This MCP uses a semitransparent GaAs photocathode that
responds over 350 < A < 860 nm. It uses a two-stage microchannel plate structure, similar
to that shown schematically in cross section in Figure 6.59. The 85104 MCP device is physi-
cally small; the case is a cylinder 52.5 mm long and 44.5 mm in diameter. The window
is 18 mm in diameter. The maximum Vi = -3600 V, and the maximum average anode
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FIGURE 6.59
Cross section (not to scale) of a microchannel plate PM. Note: biasing resistors.
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current is 300 nA. The peak cathode spectral sensitivity is Rc(A) = 120 mA/W at 860 nm;
the net electron gain, G; = 2 x 10°. Thus, R,(A) = 2.5 x 10° A/W at 860 nm. The dark current,
I, =10 nA, max. Because of the small length of the holes, typical electron transit time is
ca. 150 ps, and the pulse spread is ca. 550 ps.

MCP applications include all the applications of vacuum; dynode PMTs, including sin-
gle-photon detection when cooled with LN,; and image intensifiers. MCPs are also used
in the design of ultrahigh-speed CRT oscilloscopes. The MCP device is placed in proxim-
ity focus with the phosphor screen of a CRT. This allows use of low beam currents and
low acceleration potentials necessary for high writing speeds; the latter are necessary in a
high-bandwidth (~several GHz) real-time oscilloscope. MCP devices are also used for the
direct detection of charged particles and energetic photons (x- and y-rays). In this applica-
tion, they compete with the Hamamatsu position-sensitive, dynode PMTs used with scin-
tillation crystal plates. MCP devices can also be gated by placing a gate grid between the
photocathode and the outer channel plate. Holding the grid negative repels photoelectrons
and effectively turns the MCP device off.

6.4.5 Summary

In this section, we have described the salient characteristics of the three classes of photo-
multiplier sensors: vacuum PMTs with dynodes, the single CPM, and MCPs. All three are
capable of counting single photons, equivalent to incident light levels on the order of 107 W.
Resolution was seen to be enhanced by reducing device shot noise. Thermionic emission
white noise from the cathode and Johnson noise from resistors are reduced by cooling the
sensor with LN, or thermoelectrically.

Because of their extreme sensitivity, all types of PMTs can be damaged by excessive input
light power. Manufacturers generally specify a maximum anode current for an active device.
Exposure to high light intensity can also compromise a photomultiplier’s sensitivity even
when it is not energized; however, the tube will recover if given rest in the dark (Lion 1959).

The Hamamatsu PMT Catalog (2013) lists and illustrates 16 applications of PMTs. These
include the following: (1) spectrophotometry, (2) gamma cameras (used in nuclear medi-
cine), (3) positron emission tomography (PET), (4) in vitro radioassay, (5) liquid scintillation
counting systems, (6) biotechnology (cell sorters/counters, fluorometers, DNA sequencers),
(7) high-energy physics experiments, (8) oil well logging, (9) mass spectrometry/solid sur-
face analysis, (10) environmental measurements, (11) applications of laser measurements
(ladar, side-looking ladar, Doppler laser velocimetry), (12) plasma applications, (13) color
scanners, (14) industrial measurements applications, (15) space research applications, and
(16) low-light measurements (Raman spectrophotometry). To these, I can add single- and
multiple-bubble sonoluminescence and surface plasmon resonance (SPR).

6.5 Ionizing Radiation Sensors
6.5.1 Introduction

Ionizing radiation can be either high-energy, EM radiation that includes photons, gamma
radiation, and x-rays or can be a directed beam of high-energy, subatomic particles such
as beta particles (electrons), alpha particles (helium nuclei, less the two orbital electrons),
or certain ions, moving at high velocity. lonizing radiations are given that name because
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as they pass through various media that absorb their energy, additional ions, photons,
or free radicals are created. In a biological context, such ions or free radicals can, under
certain circumstances, lead to genetic damage and mutations. On the other hand, the pro-
duction of ions, electrons, or photons under controlled circumstances can lead to a means
of counting the incident ionizing particles and determining their energy. We describe in
the succeeding text several designs for radiation sensors, including the familiar gas-filled
Geiger-Muller tube (GMT), solid-state crystal detectors, and scintillation counters.

There are several units of radiation dose measurement. The most basic is the number of
radioactive emission events per minute (counts per minute, cpm). The curie (Ci) is defined
as that quantity of any radioisotope undergoing 3.70 x 10 events/s. Also, 1 becquerel =
27 picocuries (pCi). The Roentgen (R) measures the energy produced by gamma radiation
(photons) in 1 cm? of air. The rad, or radiation absorbed dose, recognizes that different
materials that receive the same exposure may absorb different amounts of the radiation’s
energy. A rad measures the amount of radiation energy transferred to some mass of mate-
rial, typically humans. One Roentgen of gamma radiation exposure results in about 1 rad
of absorbed dose in humans. The rem stands for Roentgen equivalent man. This unit relates
the dose of any radiation to the biological effects of that dose. The dose in rem = Q x dose
in rad, where Q is a quality factor dependent on the animal species and type of radiation.
For man, given y radiation or beta particles, 1 rad — 1 rem, so Q = 1. In the SI system of
measurements, 1 Sievert (Sv) = 100 rem, and 1 Gray (Gy) = 100 rad (CDC 2011, Quayle 2013).

6.5.2 Geiger—Muller Tubes

A basic GMT with coaxial symmetry is shown in Figure 6.60A. The outer wall of the tube is
generally a thin metal such as aluminum. The outer wall is the negative electrode or cathode
of the GMT. The anode is a thin wire of tungsten or platinum run axially at the center of the
tube and is, of course, insulated electrically from the cathode. The other major type of GMT
is the end-window design, shown in Figure 6.60B. The end window is a thin sheet of mica
or mylar and serves to admit particles that have low penetration such as a and f particles.
(Although o particles have very high energies, in the range of 4-10 MeV, their penetration
in air is relatively short; a 3 MeV a particle travels about 1.7 cm in air, and o particles can be
stopped by a sheet of paper or aluminum foil! § particles (electrons) also arise from the decay
of certain natural and man-made radioisotopes. An electron with 3 MeV energy will travel
about 13 m in air before being stopped and may penetrate as much as 1 mm of aluminum.)

GMTs are generally filled with an inert gas such as helium, argon, or nitrogen at pres-
sures ranging between a few mm Hg and atmospheric. Modern GMTs are self-quenching;
that is, they also contain a polyatomic gas such as methane or alcohol vapor that prevents
energetic photons emitted from the activated inert gas molecules from reaching the cath-
ode and stimulating the release of secondary electrons by photoelectric emission. The
polyatomic gas is either dissociated or decomposed by the high-energy photons in the
process of absorbing their energy. Because the polyatomic gas is decomposed, the self-
quenching GMT gradually loses its quenching ability with its total number of counts.
The effective life of a GMT may be as high as 10'° counts. Methane as a quenching gas
gives a shorter count life (10%) than does alcohol vapor.

The DC potential difference across a GMT determines its properties as a radiation
counter. Lion (1959) described five distinct ranges of applied voltage to the GMT. (The
voltage ranges given in this text are for example; every type of GMT will have numerical
values peculiar to its own design.)
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(A) Conventional, coaxial, Geiger-Mueller radiation counting tube (GMT). The thin aluminum shell passes
most ionizing radiation particles except alpha particles and low-energy electrons (f-particles). (B) A GMT with
a thin mica end window to enable counting of alpha particles.

The first region (100-400 V) is called the ionization chamber region. In this region, an
ionizing particle entering the GMT causes the generation of one or more electron-ion
pairs. These charged particles drift toward the electrodes in the E-field inside the tube. If
the field is high enough so that they reach their destinations before an appreciable num-
ber of them recombine, and not so strong that additional ionization by collision occurs,
the number of charges moving to and arriving at the electrodes is equal to the number
initially produced by the collision(s) of the ionizing particle with the inert gas molecule(s).
Each surge of ions from an ionizing particle collision thus causes a very small current
pulse, the time integral of which is proportional to the number of ions, 1, produced by
the jth collision.

The second region (400-700 V) is called the proportionality region. Because of the higher
electric field strength, ions and electrons produced in the GMT by an energetic particle
are accelerated to higher kinetic energies and thus cause the generation of new ions and
electrons by inelastic collisions. This process lacks the energy to become self-sustaining,
but a current pulse produced has an area proportional to kn;. The multiplication factor, k,
depends on many factors including the type and pressure of inert gas used. k can range
from 10 to 10% Because the current pulses caused by the collisions of ionizing particles
with inert gas in the GMT are larger, proportional operation of the GMT allows the mea-
surement of 7; and thus the energy of the ionizing particles.
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The third region (700-1000 V) is the region of limited proportionality. In this region, the
sizes of the pulses are no longer proportional to the initial number of ions formed by
the collision and hence not proportional to ionizing particle energy. This region has
little practical use.

The fourth region (10001300 V) is the well-known Geiger counter region. Here, a collision
of an ionizing particle with an inert gas molecule in the GMT causes output pulses that
are all of the same size, independent of 7; and the particle’s energy. The mechanisms by
which this mode of operation occurs have been described by Lion (1959): The initial + ion
and electron formed in the collision are accelerated in the strong E-field and gain sufficient
kinetic energy to cause further ionizations through collisions with inert gas molecules.
The additional ions and electrons so produced form an avalanche of charge. Photons are
emitted from the excited gas atoms in the avalanche, and the discharge forms along the
center wire anode where the field strength is highest.

According to Lion (1959):

The light [photon] emission proceeds in every direction, but only in the vicinity of the
central wire is the field strength high enough to facilitate the formation of new ava-
lanches. The discharge spreads along the wire, therefore, until the entire anode is sur-
rounded by a narrow cylinder of ions, and the discharge becomes self-sustaining.

The termination of the discharge comes about in the following manner. The positive
ions surrounding the central anode move toward the cathode with a velocity which is
considerably smaller (because of their mass) than that of the electrons. These ions cause
a positive space charge surrounding the positive wire; as they move toward the cath-
ode, the positive space-charge cylinder (“the virtual anode”) increases in diameter and,
therefore, the field strength in the counter decreases.

The recovery time in GMTs following a count ranges from 30 to 300 ps (Lion 1959); thus,
the maximum GMT counting rate can be from 3,000 to 30,000 counts/s. The action of the
quenching gas is described earlier.

The fifth region (over 1300 V) is called the unstable region. Here, the field strengths are
so large that the quenching gas is ineffective, and one ionizing particle collision with an
inert gas molecule can lead to multiple pulses or, in extreme cases, a sustained plasma
discharge that may destroy the GMT.

It should be stressed that the current pulses from a GMT operated in the Geiger or pla-
teau region are about 1000 times the size of the pulses observed when the GMT is operated
in the proportionality region. The circuit of a simple, portable Geiger counter is shown
in Figure 6.61. Several output modes are commonly used: an audio output through head-
phones or a loudspeaker, an analog meter output, and a digital counter output reading in
counts per minute, or other time unit. A GMT counter system does not provide informa-
tion as to what the ionizing particles or radiation is. This information must be inferred
from an a priori knowledge of the source of radiation.

6.5.3 Solid-State, Crystal Radiation Sensors

Crystal radiation sensors have used crystals of materials such as lightly chlorine-doped
cadmium telluride (a p semiconductor), thallium chloride—thallium bromide, silver chlo-
ride, silver bromide, and diamond on which metallic electrodes have been deposited on
opposite surfaces. A DC potential is applied to the electrodes, generating an internal elec-
tric field in the crystal of several kV/cm. If an ionizing particle enters the crystal and col-
lides with its atoms, a burst of free electrons is released that then drift through the crystal
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FIGURE 6.61

Circuit of a simple, analog radiation (Geiger) counter designed by the author. Voltage pulses from the GMT are
conditioned by transistors Q; and Q, and used to trigger an LM555L-1, which acts as a one-shot multivibrator,
producing output pulses of standard width and height. The output pulses from the one shot are averaged by
a low-pass filter preceding a microammeter whose current is calibrated in PPM (pulses per minute). The one
shot’s output pulses also trigger a second LM555L-1 chip that generates an audio chirp. The chirps are sent to
headphones or a small loudspeaker so the operator can be aware of abrupt changes in radiation level above
background.
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to the positive electrode where their arrival causes a brief current pulse. Only 1.0 eV is
required in a Cl-doped CdTe crystal to put an electron into the conduction band.

Let us assume the total electron charge released by the ionizing event is n,q coulombs
(n, is the number of electrons released, g is the charge on one electron), and these electrons
are created near the cathode and drift en masse over the thickness, d, of the crystal to
the positive electrode. In their travel to the anode, some of the electrons recombine with
positive charges (holes) or are trapped by impurities in the crystal such that the charge
reaching the anode is given by

Qa =104 exP(_f J (6.138)

Thus, n,9 coulombs start to move at some velocity, v, toward the anode, decreasing in num-
ber as they travel. Because the applied electric field in the crystal is high (about 5 kV/cm)
and d is small, the travel time of the electrons, T; = d/v, is small compared with the RC
time constant of the external circuit in Figure 6.62. Note that the collecting (right-hand)
electrode is a solid disk, but the anode (left-hand) electrode is annular, providing a center
hole through which the photons strike the crystal. The magnitude of the charge bundle in
the crystal may be found as a function of time:

Q) =n.q exp(_;:)) for0<t<Ty (6.139)

Q#)=0 fort>T,.

We note that the peak voltage on the capacitor formed by the crystal and its elec-
trodes is given by V, =Q/C. Q is the average charge flowing over the interval, [0, T,].
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FIGURE 6.62
Schematic of a solid-state, crystal radiation sensor.
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Integrating Equation 6.139 from 0 to T, and dividing by CT, yields the peak value of the
voltage induced by the moving electrons:

V.= ( ”E‘g” J[1 - exp(_}ii )} (6.140)

V. decays exponentially as v(f) = V.e*/R¢. In the equations given earlier, the constant A is known
as the Schubweg of the crystal; this is the space constant for electron decay in the crystal, as seen
from Equation 6.138. The value of the Schubweg depends on the crystal material and is propor-
tional to the applied field strength. Lion (1959) stated that the crystal will behave as a good
proportional counter when the Schubweg lies between a few tenths of a millimeter and 1 cm.
He stated: “If the incident particle penetrates deeply into the crystal and causes the release of
electrons uniformly throughout the crystal volume.” The peak voltage is then given by

V.= [”(":‘;7” )[1—(;75 )(1 —e! x)]. (6.141)

As in the case of GMTs, there is a critical range of applied DC voltage where the pulse
size is proportional to the energy of the ionizing particle. The particle energy for single
ion-pair production in a crystal is of the order of 5-10 eV. Lion states that a 1 MeV beta
particle causes the release of about 1.2 x 10° electrons in a AgCl crystal. The lowest detect-
able energy for an incident particle is in the order of 1 keV; this produces from 100 to 200
electrons. With a 5 kV/cm internal DC field, an AgCl crystal can resolve about 10° cps, and
a diamond can count about 107 events/s. According to Lion, space charges may accumu-
late in the crystal due to the accumulation of immobile holes in the crystal lattice or from
electrons trapped near the anode. Such space charges may seriously limit the counting
life of a crystal, but their effect may be overcome by irradiating the crystal with IR light or
periodically reversing the polarity of the DC applied to the crystal.

An interesting, simple, analog radiation sensing circuit using a pn silicon junction diode
was described by Prazak and Scott (1975). This system was used to sense gamma radia-
tion and high-energy x-rays. It was not used to resolve single radiation photon events,
such as done by a Geiger or scintillation counter. Figure 6.63 illustrates the simple circuit.
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FIGURE 6.63

In this simple circuit, a pn diode operated at v, = 0 is used as a high-energy radiation sensor. Absorbed radiation
causes an increase in the reverse diode current, i, which, in turn, causes V, to go positive. This radiation sensor
was used to detect high levels of gamma radiation and high-energy x-rays. See text for description.
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A 1N3191 silicon diode operated under zero-bias conditions was used as the high-energy
photon sensor. The first-stage amplifier A1 (BB 3521L) is a low-DC drift, FET-input OA, and
A2 (BB 3292) is a low-drift, chopper-stabilized OA with a maximum offset voltage drift of
+0.3 pV/°C. The DC output voltage of the circuit was measured to be V, = 0.01D, where D
is the dose rate in rad/min. Thus, D = 1000 R/m gives V, = 10.0 V. Total system error was
claimed to be <1% over 10 < D < 1000 R/m. The 20 Q variable resistor is used to calibrate
the system. In the author’s opinion, small capacitors in parallel with the OA feedback resis-
tors would act to reduce HF output noise.

6.5.4 Scintillation Counters

A scintillation counter has three main components: a scintillation crystal, a PMT used to
count flashes (scintillations) from the crystal, and an electronic pulse forming and pulse-
height discriminating circuit. The scintillation crystal is generally sodium iodide, about one-
half inch thick. The energy from ionizing radiation that collides with the crystal lattice is
converted in part to a flash of light (secondary photons), the intensity of which is propor-
tional to the energy of the absorbed radiation. The intensity of the flashes or scintillations are
very weak and must be converted to electrical pulses by a PMT. The PMTs used in scintil-
lation counters have flat, transparent photocathodes. Photons from the scintillation crystal
strike the PMT’s photocathode and cause the release of a number of electrons proportional to
the intensity of the flash, the intensity of which is proportional to the energy of the ionizing
particle. The few photoelectrons released at the photocathode are amplified by the dynode
electrodes of the PMT to form a large output current pulse. The current amplification of a
PMT (anode current/photocathode current) depends on the supply voltage used, the tube’s
geometry, etc., and can range from 10% to 5 x 10°(Lion 1959). Overall photosensitivity of PMTs
can range from 0.01 to 2 x 10* amps/lumen. The PMT current amplification increases propor-
tional to the square root of the supply voltage. With liquid nitrogen cooling to reduce noise,
PMTs can resolve scintillations as small as 2 x 107 lumen. The response time of a PMT is
in general less than 10 ns; hence, such tubes should be capable of counting as fast as 107 cps.
The output pulses from PMT circuits are often reshaped to make them sharper. One such
sharpening circuit, taken from Webster (1978), uses a shorted delay line to cancel the long tail
on the primary output pulse, making the pulse narrow (see Figure 6.64).

Scintillation systems are widely used in nuclear medicine in conjunction with gamma-
emitting isotopes to image tissues with cancerous growth. The patient swallows or is injected
with a small amount of an isotope that is selectively taken up metabolically by the organ in
question. The presence of a tumor generally means that more of the radioisotope will be
taken up than by normal tissue. A scintillation system with a lead collimator is used to scan
over the tissue in question and to detect areas of abnormal (high) radioactivity (Northrop
2002). As an example of such a system is the use of the isotope I'*!, which has a half-life of 8.1
days. I'*! is selectively taken up by cells in the thyroid gland in the process of the formation
of the hormone thyroxin. Planar arrays of scintillation crystals and their associated PMTs are
called gamma cameras and are used in nuclear medicine to visualize parts of the body that
have selectively absorbed a radioisotope. This type of gamma camera provides relatively
coarse resolution because of the physical size of the scintillation crystals and PMTs. In the
Anger camera, a single, large scintillation crystal is used with an array of 19 PMTs. The loca-
tion of a single radioactive event in the crystal is estimated by a formula involving the inten-
sity of the flash produced at each PMT and the location of each PMT. Another configuration
of scintillation camera used in nuclear medicine is the pinhole collimator. In this mode of
operation, pixel resolution is traded off for sensitivity (Macovski 1983).
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Schematic of a sodium iodide crystal-based scintillation radiation detector used in nuclear medicine. The
energy of a light flash (scintillation) from the Nal crystal, which results from the absorption of a gamma par-
ticle, is proportional to that particle’s energy. Light flash energy is converted to voltage pulses by a fast PMT
and associated pulse sharpening circuitry. Electrical output pulses are scaled by height and counted to isolate
the activity a specific radioisotope.

6.6 Electrochemical Sensors
6.6.1 Introduction

This class of sensor is generally used in a wet environment, that is, one in which the sub-
stance to be measured is dissolved in water or another solvent. The outputs of such sensors
are generally currents or voltages that are functions of the concentration of the substance
to be measured. Electrochemical sensors may be subdivided into three categories: those
that generate EMFs as the result of the sum of two half-cell potentials, (ie, they are
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electrochemical cells), those that operate polarographically, and those that are basically
fuel (redox) cells. All three categories involve electrochemical reactions. Chapter 11 treats
solid-state chemical microsensors.

6.6.2 pH- and lon-Specific Electrodes

The traditional pH measurement system is composed of two half-cells forming a battery
or cell whose EMF is a function of pH. pH is defined as the logarithm to the base 10 of the
reciprocal of the hydrogen ion concentration. In terms of an equation,

1
H=logy| — | 6.142
P 810 ( ] ) (6142)
A traditional pH cell is shown in Figure 6.65. The pH half-cell electrode itself is made from
a special glass membrane across which the EMF is a function of hydrogen ion concentra-
tion. The pH electrode is filled with 0.1 N HCI, and electrical contact is made internally
through a silver chloride-coated silver wire (Ag/AgCl). The resistance of the glass pH elec-
trode is quite high, around 50 megohms or more; this limits the current that may be drawn
from the pH cell so that an electrometer amplifier interface must be used to measure the
cell's EMF without IR drop errors. The reference half-cell electrode is traditionally a satu-
rated calomel design, shown on the right in Figure 6.65. Undissolved potassium chloride
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FIGURE 6.65

A basic, laboratory pH-measuring system. The pH cell’s EMF is generated by the sum of the half-cell potential of
a pH-sensitive glass electrode and that of a calomel reference electrode whose half-cell potential is independent
of pH. No temperature compensation is shown.
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crystals saturate the internal solution of the reference half-cell. The total pH cell’s EMF is
given by summing the half-cell EMFs:

EqL =EX - (RST Jln(aH+) =E& + (2'30236RT )(pH) (6.143a)
Ecar = E¢aL —7.6x107(t —25°C) (6.143b)
ENET = EGL - ECAL = (EgL - 02415) + 76 X 10—4 (t - 25) + (W J(pH) V (6143C)

where ay, is the electrochemical activity of the hydrogen ions in solution; activity may
be considered to be equal to concentration at low concentrations. Eg; is the glass half-cell
electrode’s EMF, E,, is the calomel electrode’s half-cell EMF, R is the MKS gas constant
(8.3143 J/K), T is the temperature in Kelvin, f is the Celsius temperature, J is the Faraday
number (96,500 absolute coulombs), E24. is the standard potential for the calomel half-cell
(0.2415 V), and E¢; is the standard potential for the glass electrode.

E%; varies between glass electrodes and is compensated for when the individual pH
measuring system is calibrated. Note that acidic solutions have pHs ranging from 0 to 7.0,
and basic solutions’ pHs range from 7.0 to 14. Also note that the pH potential, Eygy, is highly
temperature dependent, and therefore all pH meters use a temperature probe of some sort
also immersed in the solution under measurement. The signal from the temperature probe
is used to null the (t — 25°) term in the pH cell EMF, E\;y, and to correct for changes in the
(2.3026RT/S) term if t of the measurement solution differs from the temperature of
the standard pH buffer solutions used to calibrate the pH meter. It should be noted that
there are many physical variations on the standard glass pH electrode and the calomel ref-
erence electrode. Designs exist, which have been optimized for the measurement of blood
pH, the pH of high temperature solutions, pH measurements in the stomach, etc. In addition to
the common glass pH electrodes, under limited conditions, other half-cells can be used whose
half-cell potentials are proportional to pH. Tungsten metal, quinhydrone, and palladium oxide
electrodes are responsive to pH (Maron and Prutton 1958, Grubb and King 1980).

Specific ion electrodes are used in conjunction with a reference electrode to measure the
logarithm of the activity (concentration) of a specific anion or cation in solution (Orion
2013). Specific ion electrodes are temperamental in that most have ranges of pH for opti-
mum operation, and they also may require the complete absence of certain ion(s) that com-
pete in the electrode’s half-cell chemical reaction and therefore cause errors. We mention a
few, representative, specific ion electrodes and their properties:

The Orion model 94-17 chloride electrode has a log-linear half-cell potential that increases
by 59.2 mV/decade change in concentration over a 10~* to 1 M range.

This electrode tolerates a pH range of 0-14, as well as nitrate, sulfate, phosphate, fluoride,
and bicarbonate ions. It will not function in strongly reducing solutions nor in the presence
of sulfide, iodide, or cyanide ions. The chloride level must be at least 300 times the bromide
level, 100 times the thiosulfate level, and 8 times the ammonia level for proper operation.

The Orion model 94-06 cyanide ion electrode has a log-linear half-cell potential over a
10-¢ to 102 M range. The cyanide electrode does not respond to cations except silver, and
most common anions, including nitrate, fluoride, and carbonate, do not interfere with nor-
mal operation. The electrode will not work with sulfide ions in the solution. The chloride
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concentration may not be more than 10° times the cyanide concentration, the bromide level
may not be more than 5000 times the cyanide level, and the iodide level may not be more
than 10 times the cyanide before error will occur in measuring the cyanide level.

The Orion model 92-19 potassium ion electrode produces a log-linear, 59.6 mV/decade
concentration change of K*ions over a 10~° to 1 M concentration range. It operates from pH
1 to 12. Selectivity constants, given as the ratio of the electrode’s response to the interfer-
ing ion to the response to K, are given by Orion as Cs*(1.0), NH,*(0.03), H*(0.01), Ag*(0.001),
Na*(2 x 107%), and Li*(10-%). Thus, we see that the potassium electrode is relatively insensi-
tive to other metal ions but has a 1:1 ambiguity with cesium ions and is affected at the 1%
level by pH.

The concentration of cadmium ions may be measured with the Orion model 94-48 elec-
trode. The EMF of this half-cell is log-linear from 107 to 10! M [Cd**]. The pH range is 1-14,
and silver, mercury, and copper must not be present in the solution. The level of free lead
or ferric ions must not exceed the cadmium ion concentration for absence of error.

The Severinghaus pCO, electrode described by Wheeler (in Webster 1978) makes use of the
property that the pH of a buffer solution is proportional to the log[pCO,] over the range
of 10-90 mm Hg partial pressure. A Teflon membrane separates the solution in which CO,
gas is dissolved (blood) and the buffer solution. The membrane is permeable to CO, gas
but blocks the passage of ions such as H* and HCO;™~. The pH of the Severinghaus cell may
be shown to be equal to

pH =10g[HCO;™]-log(k) —log(a) —1og[pCO:] (6.144)
where
k is the equilibrium constant for CO, gas in water going to bicarbonate ion and
hydrogen ion

a is the constant relating the CO, gas pressure above blood to the concentration of CO,
dissolved in blood

[HCO;7] is the concentration of bicarbonate ions in the buffer solution around the pH
electrodes

The Severinghaus pCO, electrode requires calibration with two, known partial pressures
of CO,, and, like any chemical cell, is affected by temperature.

6.6.3 Polarographic Electrodes

Polarographic electrodes differ from pH- and ion-specific cells in that a polarographic cell
is run at a constant potential to force two electrochemical reactions to take place. The
current that flows in the cell is determined by and is proportional to the limiting concen-
tration of one reactant. The Clark cell for the measurement of the partial pressure of oxygen
dissolved in water, blood, or of oxygen in the air is shown schematically in Figure 6.66A.
The Clark cell has four components: a platinum or gold cathode, an Ag/AgCl anode, an
electrolyte solution, and a plastic membrane (polypropylene, Teflon, or mylar), which is
permeable to O, gas and little else. The electrolyte is generally a buffered, saturated KCI
solution. At the noble metal cathode, a reduction reaction takes place, which is described as

0,(g)+2H,0 +4e” ##KCl(s) — 4KOH(s) + 4Cl . (6.145)
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(A) Cross section through a Clark oxygen-sensing, polarographic electrode. (B) Schematic of the basic circuit
used with a Clark O, probe. No temperature compensation is shown.

At the Ag/AgCl anode, the oxidation reaction, (6.146), takes place:
4C1" +4Ag(s) > 4AgCl(s) +4e™. (6.146)

It is found experimentally that when the anode is held at 0.7 V positive with respect to the
cathode, a current flows, which is described by the relation

I=1,+p[pO,). (6.147)
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B is typically about 10 nA/mm Hg pO,. Both I, and p are increasing functions of tempera-
ture. The response time of the Clark electrode to step changes in pO, is limited by the
ease of O, diffusion through the membrane to the cathode surface. Typically, in the 10s of
seconds, the response time of a fast Clark O, electrode has been cited by Geddes and Baker
(1968) as 0.3 ms. According to Wheeler (in Webster 1978), the settling time for a Clark cell
is proportional to the pO, being measured. The basic circuit for operating a Clark probe is
shown in Figure 6.66B.

The Clark cell has two major sources of error in measuring pO,. One is the effect of tem-
perature. The Clark cell must be calibrated and operated at a controlled, fixed temperature
that varies no more than +0.1°C, or, knowing its tempco, we can measure its temperature
and calculate compensation terms for Equation 6.102.

6.6.4 Fuel Cell Electrodes

A fuel cell is a battery (cell) in which the chemical reactions producing the EMF and output
current occur at one or both half-cell electrodes and consume two or more reactants that
are broken down to reaction products. If one of the reactants is present in excess concen-
tration, and the other is present at a reduced concentration, then the cell's EMF may be
proportional to the logarithm of the activity of the limiting reactant. A specific example
of a fuel cell system is the catalyzed oxidation of glucose to form gluconic acid, hydrogen
peroxide, and heat. A glucose fuel cell described by Wingard et al. (1982), used a mixture
of the bioenzymes glucose oxidase and catalase immobilized on the surface of a platinum
screen electrode. Glucose oxidase catalyzes the oxidation of glucose to gluconic acid and H,O,.
Catalase catalyzes the breakdown of H,0O, according to the oxidation reaction

H,0, —¢ 0, + 2H* +2e". (6.148)

The authors state that the source of the cell's EMF is the hydrogen peroxide reaction,
although firm evidence for this contention was not given. They speculate that the reaction
at the platinum anode is the oxidation of H,O,, and the cathodic half-cell reaction is the
reduction of AgCl to Ag. Wingard et al. showed that the open-circuit EMF of their fuel
cell was proportional to the logarithm of the glucose concentration from 5 to 500 mg/dL.
Another type of glucose fuel cell is described in Chapter 8 of Wise (1989).

It should be pointed out that there are many other electrochemical cells that have been
devised to measure glucose. Some use polarographic methods in which the current
through the cell is a function of the glucose concentration, others measure the decrement
of pO, across a membrane caused by the oxidation with a Clark O, cell, and others mea-
sure the temperature rise in a chamber resulting from the oxidation. The interested reader
should see the review of glucose sensors by Peura and Mendelson (1984).

6.7 Mechano-Optical Sensors
6.7.1 Introduction

In this section, we discuss certain sensor mechanisms, excluding FOs, in which mechani-
cal parameters such as displacement and velocity cause changes in the intensity of trans-
mitted or reflected light, either directly or as the result of induced changes in the linear
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polarization angle of the output light or from optical interference. In the simplest case,
shaft angle is sensed with an optical encoder disk. Shaft velocity can be found by differ-
entiating the position signal.

Another means of measuring angular velocity is through the use of the Sagnac effect,
discussed in the following. The displacement of interference fringes is proportional to the
angular velocity. The Sagnac effect forms the basis for modern optical gyroscopes, which
are discussed in the following chapter. While their primary response mode is to sense
angular velocity, gyroscopes can be combined with electromechanical feedback systems
in order to sense angular position; such systems are covered in Chapter 7. The linear veloc-
ity of a fluid medium can be measured optically by laser Doppler velocimetry (LDV), the
basics of which are described in the following.

6.7.2 Optical Coding Disks

Optical coding disks are used to convert analog shaft rotation angle to a digital word pro-
portional to the angle. Optical coding disks may be subdivided into two categories: incre-
mental position encoders and absolute position encoders. In both types of sensors, light is
either transmitted to or blocked from a linear phototransistor array, depending on the angle
of the shaft to which the photoetched coding disk is attached. Thus, coding disk output is
digital and may be input directly into a computer controlling the shaft angle or record-
ing its value. Figure 6.67A shows a three-bit, absolute position encoding disk etched for a
straight binary output code and Figure 6.67B illustrates a gray code etched disk. Practical
resolution of an absolute position disk is 14 bits. The MSB (2°) track is the innermost track;
higher-order bits are encoded radially outward, with the LSB (2¥) lying on the outside
edge of the disk. The arc length of the smallest (outer) sectors can be shown to be given by

I=R tan( 2360 ) (6.149)

N+1

Thus, for N = 14, and R = 4, the radius to the outer track, the resolvable sector length [ is
0.000767" or 19.5 pm. This also implies that one LSB of shaft revolution is 6 = 360/2N*! =
1.099 x 10~* degrees. To obtain finer resolution, one only has to connect a second coding
disk to the primary shaft through a step-up gear ratio of 2K, where Kiis 1, 2, 3, etc., and use
the outer K tracks of the second disk as the K LSBs.

010

FIGURE 6.67
(A) A three-bit, straight binary, absolute position shaft coding disk. (B) A three-bit, gray code disk.
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Incremental coding disks are far simpler in their construction. On their outer edges,
they have photoetched two, simple, light/dark square wave patterns, one of which is 90°
out of phase with the other. Depending on the application, from 100 to 1000 or 1024 cycles
may be used. Once a reference angle is established, total shaft angle can be obtained by
counting the output pulses with TTL up/down counters, such as the 74L5192 or 74L5S193.
Comparison of the phase of the two square wave outputs of the incremental coding disk
gives rotation direction and sets the up/down control on the counters.

It should be pointed out that angular velocity information can be obtained from the
digital signals from optical coding disks by simple digital differentiation, in the case of
absolute position encoders, and by simply counting the pulses per unit time for the output
of an incremental disk, or doing digital differentiation on the position counts stored in the
up/down counters.

Optical mask techniques similar to those used in angle coding disks can be used to
realize direct linear analog displacement to digital coding sensors. Linear, charge-coupled
photodetector arrays can also be used with an opaque mask and lens optics to measure
linear displacements with a precision on the order of 1/1024. The output of such a CCD
system is basically analog, however, and the array element number at which the light/dark
transition occurs gives the desired displacement.

Still another method of optical detection of linear displacement, described in Barney
(1985, Sec. 7.4.1), makes use of the moving interference fringes caused by the superposition
of two, linear Moiré patterns. An optical detection scheme is used that uses the relative
motion of the fringe pattern to obtain direction and displacement information.

6.7.3 Sagnac Effect Sensing of Angular Velocity

The Sagnac effect is the principle underlying the modern FO gyroscope (Juang and
Radharamanan 2009, Napolitano 2010). In this section, we will describe the basic Sagnac
effect. FO gyros will be discussed in detail in the next chapter. We stress that the Sagnac
effect occurs whether the light traverses a closed path in air or in a glass optical fiber loop.

The Sagnac effect was first observed in 1911 by Harress. Harress constructed a polygo-
nal ring interferometer using glass prisms, diagrammed in Figure 6.68. His purpose was
to measure the dispersion properties of glasses. When the ring was rotated, a shift in the
interference fringe pattern was noted. Harress assumed that this shift was due to Fresnel-
Fizeau drag. This drag effect is observed when light propagates through a linearly moving
optical medium.

Sagnac performed his experiments in 1914. A mercury green line source was collimated
and directed at a beam splitter (a half-silvered mirror at 45°). The two beams were directed
in opposite but colinear paths in air around an optical table, as diagrammed in plan
view in Figure 6.69. The half-silvered mirror served to direct the beams to a screen where
the incident beams produced interference fringes. Sagnac’s loop area was 866 cm?, and he
rotated his interferometer at 2 revolutions/s (r/s). Sagnac observed a fringe shift of 0.07
fringes as the entire optical table containing mercury lamp, lenses, mirrors, and screen
was rotated about an axis perpendicular to the table. Sagnac was able to show that the
fringe shift was not due to Fresnel-Fizeau drag, and he derived a relation for the fractional
fringe shift given by Equation 6.166. In 1926, Pogany repeated Sagnac’s experiment with
improved apparatus in which A, = 546 nm, A = 1178 cm?, and ¢ = 1574 r/s. He measured
Az = 0.906; the theoretical value was 0.900. Pogany repeated his experiment in 1928 and
obtained results within 1% of theoretical values.
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FIGURE 6.68

Harress’ ring interferometer (a Sagnac system). Two, counter-rotating light beams were used.
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Top view of Sagnac’s ring interferometer in which fringe shifts are proportional to the angular velocity ¢ of the

apparatus around the center of the table.
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From the early work on the Sagnac effect, four principles emerged: (1) Equation 6.166
applies for a one loop system; (2) The fringe shift does not depend on the shape of the
closed light path, only on its area; (3) The fringe shift does not depend on the axis of rotation;
it does depend on the path tilt, 6, with respect to the plane of the optical path, however;
and (4) The fringe shift does not depend on the propagation medium. The Sagnac equation
for fringe shift is

_ [40A cos(6)]

A= o)

(6.150)

where

Az is the fractional fringe shift

A, is the wavelength of light

A is the area enclosed by the light path

0 is the angle the rotation axis makes with the perpendicular to the plane of the light
path

¢ is the velocity if light around the path

¢ is the angular velocity of path rotation around an axis at an angle 6 to a perpendicular
to its plane, in rad/s

It is easy to derive Equation 6.166 if we consider a circular light path rather than a rectan-
gular one. Such a circular path, shown in Figure 6.70 could be the limiting result of using

0

FIGURE 6.70
Rays on a single optical fiber ring, relevant to the derivation of the Sagnac gyro equation.
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a very large number of prisms or mirrors, as shown in Figure 6.68 (Harress’ polygonal
approximation), or of using a single circular turn of a glass optical fiber.

Assume that at t = 0, the input/output point of the ring is at 0°. First, we assume that the
ring is stationary, that is, ¢ = 0. In this case, it takes 7, = 2tR/c s for a light wave to circle the
ring, either clockwise or counterclockwise.

Now, let the ring rotate clockwise at a constant angular velocity, q> In the time, 7, a fixed
point on the ring rotates an arc length AL" to point P”. This may be expressed as
o = AL (6.151)
Ro
In the same time, the clockwise lightwave travels
Tow = M (6.152)

c

Obviously, ., > 1, A wave propagating counterclockwise takes less time to reach

cw

point P": Sic:
ow = M = & (6.153)
c Ro
The fractional fringe shift, Az, is given by
Az = AT (6.154)
Ao
where At is given by
2nR+AL”)  (2rR—-AL’ g !
A‘C={’ch—‘cccw}={( mR+AL) (2 )}=(AL +AL') (6.155)
c c c
Now it is easy to show that
24 24 24
7= 2nR q> _ (2R (})/c) _2nR ¢. (6.156)
(c+Rp) (1+Ro/c) c
Similarly,
24 24 24
N 2nR%9 _ (2nR (.])/c) _2nR ¢' (6.157)
(c-R¢) (1-R¢/c) ¢
So the fractional fringe shift can be written finally as
” ’ 2. 3
Az = (AL"+AL") _4pR°0 _ 4A0 (6.158)

Mo (o) (cho)

which is the same as Equation 6.166, with cos(0) = 1.
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As an example, the basic sensitivity of a one-turn Sagnac system can be calculated from
Equation 6.166. 0 is assumed to be 0°

Az 4A 4x1m?

ry = =0.033 fri . 6.159
o (ko) (3%10° m/sx4x107 m) 0.033 fringe/r/s (6.159)

Clearly, sensitivity will be raised if multiple optical paths are used, a situation addressed
in the discussion of FO gyroscopes in the next chapter.

6.7.4 Laser Doppler Velocimetry

LDV provides a no touch means of measuring the linear velocity of fluids (and particles).
As the name suggests, LDV makes use of the Doppler effect at optical frequencies. In this
section, we will review the basics of LDV and discuss certain key applications.

First, we describe the Doppler effect. We are all familiar with the Doppler effect on sound.
A car moving toward us blows its horn. As it passes, there is a perceptible downward shift
in the pitch of the horn. Johann Christian Doppler gave a paper, “On the colored light of
double stars and some other heavenly bodies,” in 1842 before the Royal Bohemian Society
of Learning. Doppler was Professor of elementary mathematics and practical geometry
at the Prague State Technical Academy. He apparently got little recognition for his work
and died of consumption in 1854 at the age of 45. A contemporary of Doppler, Buys Ballot,
in 1844 contested Doppler’s theory as an explanation for the color shift of binary stars.
Ballot actually did an experiment using sound waves where a trumpet player played a
constant note while riding on a flatcar of a train moving at constant velocity. A musician
with perfect pitch, standing at trackside, perceived the trumpet tone to be a half-tone sharp
as the train approached and a half-tone flat as it receded. In spite of this evidence, Ballot
continued to object to Doppler’s theory. Ballot’s publications apparently served to discredit
Doppler for a number of years.

To derive the Doppler effect for either EM or sound waves, we assume a moving, reflect-
ing target and a stationary source/observer, as shown in Figure 6.71. Assume that the
sinusoidal waves leaving the stationary transmitter (TRX) propagate at velocity, ¢, over
a distance, d, to the target, T. The target is moving at velocity, V, toward the source at an
angle 0. Velocity V can thus be resolved into a component parallel to the line connecting
TRX and the reflecting target and a component perpendicular to the TRX-T line. These
components are V cos(6) and V sin(®), respectively. The reflected wave from T propagates
back to the stationary receiving transducer, RCX, along path d. The receiving sensor output
waveform can be written as

V, = B sin[aot +y]. (6.160)

The transmitted radian frequency is w,, and y represents the phase lag between the trans-
mitted signal and the received signal. In general, the phase lag, y, is given by

_ 2m2d _ 22myd _ o,2d

N ©/f.) = rad. (6.161)
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FIGURE 6.71
A simple Doppler system with stationary, collinear transmitter (TRX) and receiver (RCX) directed at a moving
object with vector velocity, V.

However, the distance 24 is changing because of the target velocity component along the
line from the transducers to the target. Thus, the frequency of the received signal, o, is the
time derivative of its phase:

o, Aot r@.2d/c wO[H[Z]gJ: 0)0[1+[2V]cos(6)} (6162
dt c ¢

The frequency, wp, is the Doppler frequency shift that contains the velocity information:

w2V

op = (C )COS(B) r/s. (6.163)

Note that o, > ®,, because in this example, the target is approaching the source/sensor. In
LDV systems, the wave return path is seldom collinear with the path from the source to
the reflecting object. A basic LDV system geometry is shown in Figure 6.72. The source, S,
emits light with wavelength, A, that propagates toward reflecting particle, P. Unit vector, i, is
directed from S to P. P moves with velocity, V. It is assumed that (|V|/c)?> < 1, so that rela-
tivistic effects are negligible. If V = 0, the number of wave fronts striking the particle per
unit time is f, = ¢/A,. (f, for a HeNe laser is 3 x 108/632.8 x 10~ =4.741 x 10" Hz.) The number
of wave fronts hitting a moving particle, P, is

f;::ﬁfiiﬁfilfiz. (6.164)

Note that the vector dot product gives the particle velocity component parallel to i. The

wavelength A, apparent to the particle is

_c _ (As0) (Asc)
B fo " (c=V-i) [c-V cos(®)]

Ap (6.165)

Now, the unit vector from the instantaneous particle position, P, to the stationary receiver,
R, is r. An observer at R sees a scattered wavelength, A, from P

Ao = (c=V-r) _ [e-V coS(e)]. (6.166)

fo fo
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FIGURE 6.72

2D geometry of a Doppler system used in LDV. Note that the transmitter laser (S) and the receiver (R) are at
different angles with respect to the object’s velocity vector, V.

Here again, V- r represents the velocity component of the particle in the r direction. Hence,
the frequency of the received, scattered radiation is

f= xi Hz. 6.167)

T

Substituting from Equation 6.166 above, we find

fi= c(c-V-i)

T (VD] (6.168)

Now the observed Doppler frequency shift is

fo=fi—f =(;)[2:V1 —1]- 6.169)

V-r

For V < ¢, Equation 6.185 reduces to

fo = V-;r—i) _ V[cos(O;L— cos(a)] Hy (6.170)

where
0 is the angle between V and i
a is the angle between V and r

Note that if the reflected radiation is directed back along i to R coincident with S, the
angle o = 180° + 6. Because cos(180 + 6) = —cos(0), f;, given earlier reduces to the value given
by Equation 6.179.
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FIGURE 6.73
Diagram of the LDV system used by Yeh and Cummins (1993) to first measure fluid velocity by Doppler shift.
In their system, o = 30°.

Figure 6.73 shows the basic system first used for LDV by Yeh and Cummins (1964). A HeNe
laser was used with A,=632.8 nm. 0.5 pm diameter polystyrene spheres were used in water
at a density of 1:30,000 by volume to obtain scattering. Sphere velocity is assumed to be
water velocity. The laser reference beam was frequency shifted by 30 MHz using a Bragg
cell acousto-optic modulator. The measurement beam was directed parallel to the fluid
velocity vector, V; hence, 0 = 0°. The scattered, Doppler-shifted beam was taken off at 30°
relative to the angle of V and passed through a half-silvered mirror and directed to the
photocathode of a PMT, colinear with the frequency-shifted reference beam. Optical mix-
ing occurs at the surface of the PMT photocathode. Optical mixing is a process analogous
to square-law (heterodyne) detection in a radio, where two sine waves of different ampli-
tudes and frequencies (f, and f,) are added together, then squared. This process produces
sinusoidal terms at the PMT output with frequencies 2f,, 2f, (f, + f,), (f. — f), and 0 (DC).
Of interest in LDV is the difference frequency term. In the Yeh and Cummins system,
f¢ =f, + 30 MHz, so the difference term equals 30 MHz for V = 0. The Doppler frequency
shift, fj,, is added to the 30 MHz center frequency in the Yeh and Cummins system, which
was used to measure the parabolic laminar flow profile in water. They could measure
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FIGURE 6.74
The LDV system of Foreman et al. (1993a,b). This is a so-called single-beam anemometer.

velocities as low as 0.007 cm/s, corresponding to a Doppler frequency shift of 17.5 Hz.
The maximum velocity they measured was 0.05 cm/s, corresponding to a Doppler shift of
125 Hz. The minimum detectable f,, was 10 Hz, or one part in 10%.

Many architectures for LDV systems have been described. See, for example, texts by
Watriasiewicz and Rudd (1976) and Thompson and Stevenson (1979). Figure 6.74 illus-
trates a single-beam laser anemometer described by Foreman et al. (1993a,b). The laser is
focused on a microregion of the liquid whose velocity is to be measured. Part of the
light is scattered and forms the signal beam; part is transmitted to form the reference
beam. Through the use of lenses, slits, mirrors, and a half-silvered mirror, the signal
and reference beams are combined at the surface of the PMT’s photocathode. This sys-
tem was effectively used to measure both laminar flow in a liquid and the flow of air.
No particles needed to be added to the liquid, but smoke particles were required to
obtain adequate signal strength in the air measurements. Air velocities of up to 1000 fps
were measured, corresponding to f, = 33 MHz. Foreman et al. found that the signal
energy due to scattering was several hundred times stronger for small scattering angles
in the forward direction, rather for light scattered back along the input path. It should
be noted that the Foreman system design that picks off the signal beam at a shallow
forward angle suffers from the disadvantage that the laser and the PMT are on opposite
sides of the fluid flow path.

The dual-beam LDV design, shown in Figure 6.75A, was first reported by Goldstein and
Hagen (1993). Note that the laser output (reference) beam is perpendicular to V and passes
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FIGURE 6.75
(A) A dual-beam LDV system described by Goldstein and Hagen (1967). (B) Another dual-beam LDV system
described by Goldstein and Kreid (1967).

directly to the PMT through aperture A. The signal beam irradiates the scattering particle
at angle 6. Some of the scattered signal light also passes through aperture A and mixes
with the reference beam at the PMT photocathode. Observe that the dual-beam LDV is
similar to the single-beam system except that the laser and the PMT are interchanged.
Goldstein and Kreid (1993) used this system to measure the air flow profile at the inlet of
a square duct (Figure 6.75B).

There are many other considerations in the design of LDV systems that we will only
touch upon; space considerations do not permit us to treat them in detail. First, we have
noted that the detected LDV signal originates from the interaction of particles suspended
in the moving fluid with the laser beams. Particle size, density, and concentration in the
fluid medium are important considerations in LDV system design. Particles are gener-
ally assumed to be randomly distributed in the sampling volume. Under conditions of
low Reynolds number flow (laminar flow, no turbulence), one can generally assume that
the particle velocity is the same as the fluid velocity. However, in oscillating or turbulent
flows, particles generally do not follow the fluid without some lag, creating measurement
errors. As an example of the error caused by particle lag, consider the force on a smoke
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particle in moving air. From the Stokes drag formula (Watriasiewicz and Rudd 1976), we
can write the drag force on the particle in one direction as

Fy = 3nd(v, —v;) 6.171)

where
n is the dynamic viscosity of the gas
d is the diameter of the smoke particle
v, is its absolute velocity
v, is the velocity of the fluid

The Newtonian equation of motion for a particle of density p is thus
) .
F=ma= e pvp, = =3Nd(v, —vy). 6.172)

Equation 6.188 is an ordinary, first-order, linear differential equation in v,, and if there is a
step change in fluid velocity of size vy, then the ODE’s solution is

vp(t) = v |:1—exp(_tL )] 6.173)
T
The particle time constant is
2
o= ®P) o (6.174)
(18n)

This analysis implies that the smoke particles lag behind gas velocity changes with first-
order dynamics. (The situation is actually far more complicated.) A 1 pm diameter smoke
particle with a density of 2.5 will have a © of 20 ps and will follow velocity fluctuations
well at frequencies up to about 8 kHz. Some other particles used in LDV are silicone oil
aerosols in air (density difference 900), magnesium oxide in flame (density difference
1.8 x 10%), PVC spheres in water (density difference 1.54), and polystyrene spheres in
water (density difference 1). A 0.8 pm diameter particle with a relative density of 10° will
follow 10 kHz velocity fluctuations with 1% error.

The calculation of the minimum laser power to achieve a given SNR in an LDV system
is ordinarily quite complex, and we refer the interested reader to the many texts on LDV.
Watriasiewicz and Rudd (1976) derived expressions for the SNR at the photosensor as a
function of incident power. For example, a PMT photosensor will give a 40 dB SNR for 10 pyW
power incident on the detector. The same 10 yW incident power gives a 50 dB SNR for PIN
and APD sensors. At incident light powers below 107 W, the PMT generally has a better
SNR than the photodiodes.

LDV systems are used in a wide variety of applications ranging from meteorology (studies
of wind shear, clear air turbulence, tornadoes, etc.), studies of air flow in automotive stream-
lining, respiratory physiology, wind tunnel studies in aircraft design, investigation of lami-
nar flows with recirculation and turbulent flow in ducts, studies of combustion dynamics in
furnaces and gas turbines, and investigations of blood flows.
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6.8 Chapter Summary

In this chapter, we have examined various basic physical mechanisms underlying the
operation of sensors and sensor systems used in making mechanical, chemical, physical,
and electrical measurements. In some cases, we have also described certain sensor applica-
tions in order to give a better understanding of the sensor mechanisms.

Many sensors are seen to work through the QUM causing changes in resistance or
capacitance. Other sensors involve the generation of voltages through the separation or
release of charges (electrons, holes, ions); these include piezoelectric, pyroelectric, Faraday,
and Hall effect sensors. Still other sensors make use of certain physical wave effects, for
example, the Doppler and the Sagnac effects.

Electrochemical sensors are seen to involve ion-specific chemical half-cells (batteries),
polarographic electrochemical reactions, such as used in the Clark oxygen cell, and fuel
cell (redox) reactions. The outputs of electrochemical sensors are voltages or currents pro-
portional to the concentration of the QUM.

Radiation sensors were shown to be basically event-indicating devices, where the radi-
ation event generates ionized atoms, molecules, or photons that are then detected by a
variety of means, optical (by scintillation) or electrical (transient currents resulting from
ionization in crystals or gasses). PMTs and CPMs were shown in Section 6.8 to convert EM
radiation (NIR through x-rays) to electron currents and are able to count single photons
under special conditions.

Our survey of sensor mechanisms in this chapter has focused on the more important
principles whereby physical quantities are converted to electrical signals. Our listing
is by no means exhaustive. Chapter 7 deals with the various means by which we can
measure specific physical quantities, using various types of transducers, devices, and
systems.

|
Problems

6.1 Two, wire strain gauges are bonded to the outside of a SCUBA air tank in order to
measure the circumferential strain when it is filled. With atmospheric pressure in the
tank (zero strain), the circuit of Figure P6.1 is balanced so V, = 0 V with all resistors
R=R,, =300 Q:

A. Find an expression for V, = (R, Vs, AR) for the circuit. Assume the OA is ideal.

B. When the tank is pressurized to 2500 psi, it is strained; also, its temperature
rises to 67°C due to adiabatic air compression. Calculate the tank’s strain, &,
at 2500 psi filling pressure. Assume: AR = R,,[eGF + o(T - 27)], V, = =354 mV.
The excitation voltage is Vi = 5 V; the strain gauges have GF = 2.9, and a temp-
cos =1 x 104

C. The air in the tank is now rapidly exhausted to atmospheric pressure. Due to
air expansion, the tank temperature falls below 27°C. The output voltage is now
V, = +10 mV. Find the tank’s temperature.
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6.2 A thin, intrinsic silicon slab is used as a PC to sense 633 nm laser light intensity. The
slab measures 0.5 x 0.05 x 0.001 cm. The light hits the 0.5 x 0.5 cm surface. Electrodes
are attached to the two 0.5 x 0.001 cm surfaces. One electrode goes to a =10 Vdc sup-
ply and the other to the summing junction of an ideal OA, shown in Figure P6.2:

A. Calculate the dark current through the Si PC. The resistivity at room temperature
for Siis p = 2.30 x 10° ohm cm. Find V4, -

B. What absorbed power (radiant flux), P; at 633 nm light in watts, on the PC will
give a photocurrent equal to the dark current? Assume: p, = 1500 cm?/(V-s),
,=450cm?/(V-s),1,=10", A =6.33 x 105 cm, 4 =1.60 x 10 Cb, n = 0.8 (efficiency),

106 Q

P;at 633 nm

FIGURE P6.2
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Pyro sensor
(IR) 1 cm dia.

h=2546pum—s

FIGURE P6.3

c=3x10cm/s, h = 6.624 x 103 ] -s (Planck’s constant). What radiant intensity in
W/cm? does this absorbed power correspond to? The PC’s photoconductance is
given by

G — qn‘cp(up +un) [PJ\*]
P I? [he]

C. Show how you can modify the circuit so that V, will be zero in the dark.

6.3 A pyroelectric IR sensor is connected in the short-circuit current mode to an EOA as
shown in Figure P6.3. The sensor is irradiated with a rectangular pulse of ®, watts
IR power for T seconds. The Laplace transform of the input pulse is

q)i(s)zd)o(%e_ﬂ)'

The sensoris 1 cmin diameter, /1 = 25.46 pm (thickness), K, = 60 uCb/(m? K) = (pyroelectric
constant), ¢ = 2.34 x 10° J/(m3 K) (specific heat), and ® = 200 K/W (thermal resistance):
A. Find the sensor’s thermal time constant (note units).

B. Find an expression for v,(f). Plot and dimension v,(f). Let ®, = 100 nW, T = 3 s,

Ry =100 Q.

6.4 An LZT piezoelectric disk is used to make a crystal microphone. The LZT disk has
an effective area of 1 cm?, a compression piezostrain coefficient of d,; = 320 pCb/N,

k = 1500 (dielectric constant), and / = 3 mm (thickness). The total leakage conductance
of the sensor = 10! S:

A.

B.

Calculate the capacitance of the sensor, C,. Assume a simple parallel-plate capaci-
tor model.

Draw the equivalent circuit of the microphone. Calculate the peak open-circuit
voltage across the microphone alone when a 1 kHz sinusoidal sound wave with
peak pressure of 150 dyn/cm? impinges on the crystal.

Now, the microphone is connected to the EOA circuit as shown in Figure P6.4.
Ten feet of coax is used that adds 300 pF in parallel to the sensor’s C,. Calculate

the peak output voltage of the amplifier for the same sound input. Let R = 10 Q,
Cr=10FE
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6.5 A piezoelectric accelerometer of the compression type has its output current con-
ditioned by an EOA charge amplifier as shown in Figure P6.5. The proof mass in
the accelerometer is 10 g; the piezo-crystal’s d coefficient is 140 pCb N. The crystal’s
capacitance C, = 500 pF; its leakage conductance G, = 10> S:

A. The accelerometer is given a vertical step of acceleration of 1 g. Find, sketch, and
dimension v,(t).

B. The piezoelectric accelerometer is attached to the tip of a helicopter rotor blade
undergoing a static vibration test. At one part of the test, the blade tip vibrates in
the SS at 10 Hz in the vertical plane with a peak sinusoidal amplitude of 10 cm.
Calculate the peak amplitude of v,(f) for this condition.

6.6 A piezoelectric crystal accelerometer is used to measure the horizontal deceleration
of a vehicle in order to deploy its airbags (Figure P6.6). The airbags are to deploy if
the deceleration exceeds 5 g =5 x 9.8 m/s?. A charge amplifier conditions the acceler-
ometer current output. A comparator senses v,(t) over a limit, Vy, and triggers airbag
inflation:

A. Draw the equivalent circuit of the accelerometer and amplifier.
B. Assume the vehicle is traveling at a velocity of 5.0 m/s (11.19 mph) when it hits the
crash test barrier.
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Its velocity decreases linearly to zero in 100 ms. Graph and dimension the veloc-
ity o(t), dv/dt, and d2v/dt2.

C. Calculate, plot, and dimension the amplifier output v,(t) for the crash. What
must the value of the DC comparator reference voltage, Vy, be so that the com-
parator output goes LO and triggers the airbags for this crash. Assume that the
crystal’s polarity is such that the initial output, v,(0+), is positive. The crystal’s
d =150 pCb/N. [Note the Laplace x form pair: 1/(s + a) «<— e ]

6.7 A simple linear accelerometer is made by suspending a mass M in a case from a canti-

6.8

lever spring arm. Two strain gauges are cemented to the cantilever arm. The strain on
the cantilever at the gauges is proportional to its relative displacement: € = K, (x; — x,).
x, is the case displacement; x, is the mass displacement inside the case. The case is
filled with oil to give the accelerometer viscous damping, D. A Wheatstone bridge
circuit (see Figure 6.7B) gives an output, V, = (V; — V,), proportional to the strain, .
For downward deflection of the cantilever, the top strain gauge is under tension and
the bottom gauge is under compression. Thus, for the top gauge, R,,, = R,(1 + ¢GF),
and for the bottom gauge, R, = (1 — eGF):
A. Write the Newtonian force balance ordinary differential equation for the acceler-
ometer. Laplace transform it to find X,/ X;(s). )
B. Derive an expression for the strain, &(s), as a function of X;(s).
C. Give an expression for V,(s) as a function of X;(s).

top

In the circuit of Figure P6.8, a silicon PIN photodiode is used to sense the output of
an optical system powered by a 532 nm (green) laser diode (LAD). The dark leakage
current of the diode is 5 nA at 27°C; the OA is ideal:

A. Find the R, value required to make V, = 0 in the dark.

B. What optical power incident on the photodiode is required to produce V, =1.0 V?
Assume n = 0.5.
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6.9 In the circuit of Figure P6.9, a silicon photodiode is operated in the zero-current
mode (ip = 0). Let [, = 1 nA, V; = 0.026 V, I, = 0.25 P; (photocurrent at 512 nm
wavelength):

A. Sketch the general form of the i, = f(v},, P;) curves for the photodiode.
B. Derive an expression for v, = g(P)).
C. Sketch and dimension a plot of V, vs. P.

99k

1k

FIGURE P6.9
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6.10 In the circuit of Figure P6.10, a disk pyroelectric sensor is used to sense changes in
LIR radiation.

The exposed area is 1 cm in diameter, its thickness is h = 25.46 pm, its pyroelectric
coefficient K, = 25 pCb/(m? K)), its specific heat is ¢ = 2.5 x 10° J/(m® K), its thermal
resistance is ® = 20 K/W, and 50% of the incident IR radiation is absorbed by the
sensor and 50% is reflected away:

A. Calculate the time constant of the sensor.

B. Assume a step input of LIR power to the sensor. What input power is required to
produce a peak output voltage of 100 mV?

C. Sketch and dimension v,(t), given the step input of (B).

6.11 In Figure P6.11, a Si PIN photodiode is used to sense a 10 kHz, sinusoidally intensity-
modulated, 633 nm light beam. To improve output SNR, the OA is followed by a
band-pass filter centered at 10 kHz and having a 1 kHz noise bandwidth. In the
dark, the RMS output noise at V, is v,, = 0.5 x 107 RMS V. Use I = 6.624 x 10 ] -s,
g =1.60 x 10 Cb, c = 3 x 108 m/s, n = 0.55. The input light power is described by

P(t) = 0.5P, [1+sin(2w10*£)] W.

The photocurrent is given by

In(t) = R(t)[“q].

(hv)
Rp=10*Q
MV IBPE
)& - Vi |, Vo
Ip I0A —
P a% + 7
RS S 0 4
— 010

FIGURE P6.11



352 Introduction to Instrumentation and Measurements

R

AN

e | |
- Vi (AQ)

= C,+AC I0A

.

Vol ¢ ' = Ve (AC)

10A

(sinewave out)

V, (DC)

FIGURE P6.12

A. Give an expression for and sketch and dimension V; (t).
B. Give an expression for and sketch and dimension V/(f).
C. Find the P, value so that the RMS V, = 0.5 x 1076 V.

6.12 The feedback system illustrated in Figure P6.12 keeps the root-mean-square value of
the AC current through the variable capacitor constant by changing the frequency

at constant rms V, to compensate for changes in C. C = C, + AC. Instead of a VCO, a
voltage-to-period converter (VPC) is used in which the output sine wave’s period, T,

is proportional to V. That is, T = K.V, + b and f. = 1/T Hz. In the SS, the integrator

forces V, — 0, so the rms V_ = the RMS V;:

A. Derive an expression for V, at null.

B. What must b equal so that V, x AC/C,?

6.13 Figure P6.13 illustrates a circuit of a manually nulled, AC sensing circuit. The AC

radian frequency is made o = 1/(RC,). The ideal OA makes an all-pass, phase-shifting

circuit. Its input is V; £0° its output is V, = V; £6. R, is manipulated to match the

phase of V, to V,. R; adjusts the amplitude of V, to match the amplitude of V,:

A. Derive an expression for Vo / Vi(j).

B. Derive an expression for the magnitude of V, as a function of AC/C, and other

circuit parameters.

Assume V, =0 for AC/C,=0and |AC/C,| < 1 in the denominator of |V,|.
6.14 Figure P6.14 shows a differential, commutated capacitor bridge (cf. Section 5.5.1.6) used to

convert the AC/C, of a differential capacitive sensor to a DC output voltage. In the cir-
cuit, MOS switches periodically connect C, + AC and C, — AC to alternately discharge
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through the small resistors, Ry, or charge through the larger resistors, R.. When C,
+ AC is connected to Ry, C, — AC is connected to R, and vice versa. The bridge out-
put voltage, v,(t), is the difference between v,(f) and v,(). Assume each capacitor dis-
charges completely through R, in negligible time. Also, when connected to R,, each
capacitor charges slowly toward Vj. The switching clock has period T. Note that R,C,
< T/2 < R.C,. Although the charging capacitor voltage is an exponential, because T/2
< R.C,, it may be treated as a linear (triangular) waveform over 0 <t < T/2. Thus, you
can use the approximation e™1=—x:
A. Sketch and dimension the SS: v4(t), v,(f), v,(t), v,(f), and v, (f) over several clock
periods.
B. ©,(t) is passed through a unity-gain low-pass filter to give an output proportional
to its average (DC) value. Find an expression for the average value of v,(f) in terms
of Vy, bridge parameters, and AC/C,,.
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6.15 Figure P6.15 describes a self-nulling system used to measure small changes in a
capacitance caused by the presence of foreign objects near the test capacitor’s
plates. With no foreign object present, AC — 0, V; is set to zero, and the reference
capacitor is set to C, so that Al into IOA1l’s summing junction is zero; thus, V; and
V, are zero. The output of the summer (IOA3) is V, = +10 Vdc, so the multiplier
output is —vy(f). In the figure, PSR = phase-sensitive rectifier and AM = analog
multiplier.

When a foreign object is present, it increases the sensing capacitor’s capacitance by
AC. Now, |L|> |I,|, and AL V; (AC), and V, (DC) all increase. The integrator output
V3 (DC) goes negative by a small amount; this causes V, (DC) to increase, making v,
(AC) more negative, increasing |I,|, until Al — 0 again:

A. Write a general algebraic expression for Al(jw) (system not at null).

B. Write a general expression for v,(f).

C. Sketch and dimension v,(f). Why is the —90° phase shift necessary for the PSR
sync?

D. Atnull, AI — 0. Derive an expression for V; (DC) at null in terms of AC, C,, and

other system parameters. (V; is the system output.)

6.16 In Figure P6.16, a capacitive sensor is used to make a low-pass filter. The radian fre-
quency of the sinusoidal source is made o = 1/(RC,); v(t) = V,sin(wf):
A. Give an expression for V,/ V;(jo) in time-constant form.
B. Find an expression for the transfer function’s magnitude sensitivity, Sa¢, defined
as d|V,|/d AC.

C. Find an expression for the transfer function’s phase sensitivity, S¢, defined as
dp/dAC.
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6.17 An ideal but noisy OA is used to condition the signal from a silicon PC light sen-
sor. Resistor Ry, is used to compensate for the PC’s dark current, I,. In the circuit,
€., =3nV/VHz, i,, = 04 pA/VHz, R = 106 Q, R, = 2.3 x 10° Q, and V = 10 Vdc. Because
the light is chopped, the OA is followed by a (ideal) noiseless BPF with center fre-
quency of f. = 400 Hz, pass gain = 1, and bandwidth B = 100 Hz. See Figure P6.17:

A.

Derive an algebraic expression for and calculate the numerical value of the RMS
noise output voltage, v,,, in the dark. Assume all resistors make thermal white
noise and T = 27°C.

Give an expression for V; as a function of the photocurrent, I. What is the PC’s
DC dark current?

The photocurrent may be shown to be given by I, = P, nV't, (i, + p,)/(I*hv) amps,
where [ =0.01 cm, hv =12 €V, 1, =10"*s, (, + p,) = 1800 cm?/(V -s), n = 0.8. What
photon power, P, , in watts must be absorbed by the PC in order that Vs = v, from
part (A)? Find the ratio of the I, at this P; to I

6.18 A square pyroelectric sensor is used to sense square-wave-chopper LIR light. The
chopping has a 50% (ON/OFF) duty cycle. The circuit is shown in Figure P6.18.
The sensor is 3 mm on a side and 10 pm thick. The specific heat is ¢ = 2.5 x 10° J/m3 K.
The pyroelectric constant is K,=25 pCb/m?K, and © = 20°/W:

A.
B.
C.

Calculate the sensor’s thermal time constant, T,

Find the P, value required to give a 1 V peak V initially.

Assume the input square wave of peak height P; found in (B), and period 2 ms is
applied to the sensor for a long enough time for the system to be in the SS. Sketch
and dimension v,(f) in the SS, showing the maxima and minima.
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6.19 A 1 Ib weight is suspended from a 0.005” diameter wire. The unstrained resistance
of the wire, R, is 270 Q, and its unstrained length is L, = 36". The wire’s gauge factor,
GF is 3.2:
A. Calculate the psi tensile stress on the loaded wire.
B. Assume Young’s modulus is 3.2 x 107 psi. Find the strain on the wire and AR.
C. Assume a Wheatstone bridge incorporates the wire as one arm. The other arm
resistances = R,. The bridge is excited with 5 Vdc. Find V, due to the 1 Ib load.

6.20 The Lion circuit is used to condition the output of differential capacitor sensors. It is
shown in Figure P6.20. If we assume that the diodes are ideal, the waveform at the v,
node can be represented by

vﬁt):(‘és 1—exp(;t):|,-l- for V,=+12V
L 1

1—exp(;t )],‘I‘ for V,=-12V
L 2

o c
N §R v
C,-AC C,+AC

FIGURE P6.20
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6.21

6.22

where C, = C, — AC, C, = C, + AC, 7, = C;R(3/2), and 7, = C,R(3/2). Also, we assume

that 7, and 7,>> T/2 of the input square wave, v,(t):

A. Derive an algebraic expression for the average v, (t) in the SS. Let R = 10° Q,
C,=30pF T =10"5s, V, = 12 Vpk. Evaluate the system’s sensitivity in DC volts/
(AC/C,).

B. Use SPICE or MicroCap™ to simulate the Lion bridge output, v; (¢). Use a 12V,
100 kHz square wave input, 1N4148 diodes; let AC/C, = 10 pF/30 pF. Place a 10 fF
capacitor across the v, node to ground (this prevents register overflow and doesn’t
affect the results of the simulation). Examine five cycles of the output.

The RMS magnitude of the 60 Hz magnetic field vector in a small volume of 3D
space is to be measured. Three, identical, orthogonal, Hall sensors are used, as
shown in Figure P6.21A. The AC output voltage of each sensor is proportional to
the perpendicular component of the B field through that sensor. For example,
Uy (1) = KuBy () = Ky | B Isin(377t) sin(B) (the DC current through each Hall sensor is
not shown):

A. Give expressions for vy, (f) and vy, (f).

B. Consider the resolver circuit of Figure P6.21B. Derive an expression for v,(t), vs(f),

and V.

An analog multiplier and a low-pass filter are used to demodulate the output of a

LVDT length sensor, as shown in Figure P6.22. The excitation voltage is v(t) = Vs

sin(6283t). The output voltage is v, (t) = Kgx(t) sin(6283t — 6). The low-pass filter has

unity DC gain and removes all signals of carrier frequency and above from v, (f):

A. Derive an expression for v,(f).

B. Design a passive or active circuit that can be put in the v, line to make the refer-
ence phase agree with the phase shift in v,(f). The peak value of v;(t) should
remain the same.
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7

Applications of Sensors to Physical Measurements

7.1 Introduction

In this chapter, we examine various means available to measure certain physical quantities.
In Chapter 6, we reviewed various transduction mechanisms underlying measurement
system function, such as changes in resistance. (Many physical quantities cause resistive
changes, such as temperature, strain [caused by force or pressure], light intensity, and
humidity.) Our purpose in this chapter is to examine the most commonly employed sen-
sor types used to measure a given physical quantity, such as temperature. The quantities
that we shall consider here are acceleration, velocity and position (angular and rectilinear), tem-
perature, pressure, force, torque, gyroscopic measurement of angular velocity and position, and the
GPS system. We also give an introduction to spectrophotometric measurements of substances.

7.2 Measurement of Angular Acceleration, Velocity, and Displacement

There are many applications where it is important to know information about the attitude
of a vehicle in inertial space. In the case of aircraft, instrumentation of roll, pitch, and yaw
is critical for the design of robust, closed-loop, fly-by-wire autopilots and flight stabiliza-
tion systems. Similar knowledge is important for the control of high-speed hydrofoils,
hovercraft, submarines, and unmanned autonomous vehicles (UAVs). Drone surveillance
aircraft, guided missiles, and smart bombs also require feedback on their roll, pitch, and
yaw to perform their tasks effectively. In addition to vehicle stabilization and guidance,
the measurement of angular acceleration, velocity, and position is also important in the
design of constrained mechanical systems that face variable loads and inputs, for example,
automobile and truck suspension systems.

In the following sections, we describe some of the common sensor systems used to measure
angular acceleration, angular velocity, and angular position.

7.2.1 Angular Acceleration Measurement

In this section, we describe several means by which angular acceleration can be measured.
One is tempted to obtain angular acceleration by simply differentiating the output of a
rate gyroscope. While theoretically correct, this procedure will generally result in poor
resolution and a poor signal to noise ratio because the process of differentiation enhances
the noise present in the angular velocity signal. It is generally better to measure angular
acceleration directly, as described below.

361
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7.2.1.1 Angular Acceleration Measurement with a Constrained Mechanical Gyro

The inner gimbals of a mechanical gyro (see Section 7.2.2 for the development of the linear
ODEs describing the behavior of mechanical gyroscopes) are restrained by a stiff, piezo-
electric twister crystal as shown in Figure 71A. We may assume 6 and  are zero, and the
torsional moment for the inner gimbals is given by the gyro equation, (7.26A), as

M, = —H,. (7.1)

The twister piezoelectric transducer has an equivalent circuit given by Figure 7.1B at
mechanical frequencies well below its mechanical resonance frequency. A net charge
is displaced by the mechanical torque, g = Myd (d is a constant). Current is simply the
rate of flow of charge, so the equivalent current source in the model for the transducer is

=—H,¢d, and the output voltage of the transducer is described by the transfer function:

Z
Piezo xtal

twister
Input

angle ¢

Torsion spring

—=—\/

/ A X

Fixed
gimbal
0=06=0

Rotor

Bearing —

Platform

Xtal equivalent ckt.

\
/1

(B)

FIGURE 7.1
(A). Simple mechanical gyroscope with a gimbal restrained by a torsion spring. Gimbal torque is proportional to the

input angular velocity, . A piezoelectric twister transducer senses the gimbal torque, M. (B). Equivalent circuit of
the piezoelectric transducer at mechanical frequencies well below the transducer’s mechanical resonance frequency.
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VO(S)+:+HrRxdd)(s)

(sC.R.#1)° 72

Thus, the SS output of the transducer is proportional to the angular acceleration of the
gyro around the ¢-axis. If a charge amplifier is used (see Section 7.2.6), the time constant in
the output transfer function becomes CiRy, the feedback C and R of the charge amplifier.
A far simpler means of measuring ¢(t) is shown in Section 7.2.12.

7.2.1.2 Simple Inertia Wheel-Spring—Dashpot Angular Accelerometer

Figure 7.2 illustrates a simple inertia wheel angular accelerometer in which the output
voltage is proportional to the relative position of the rotor wheel in the case, that is,

V0=K0(¢R_¢C) (73)

where
¢y is the instantaneous angle of the rotor with a fixed, external reference
¢¢ is the instantaneous angle of the angular accelerometer case with a fixed, external
reference
K, is a sensor gain constant

Relative \\\\\\:{\‘X\\\\\\\\\\\\\\,?

position
sensor

FIGURE 7.2
Two views of an inertia wheel angular accelerometer. (A) Top view. Wheel position in the case can be sensed
photooptically or by a potentiometer. The inertia wheel is restrained by a helical spring. (B) Side-sectional view.
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The Newtonian torque equation is
Jor + Bor = 6c) +Ks(9r ~0¢) =0 (74)

where
B is the viscous friction between the wheel and the case
K, is the torsion spring constant

If we Laplace transform the ODE of Equation 7.4 and solve for ¢y, and then substitute
into the expression for V,, we obtain

Vo _ _Ko]/Ks 75
b T K 4 sBIK AT 79

Thus, the SS output of this simple angular accelerometer is V, =—¢ (K, J/K;)- Such an
accelerometer should be well damped so that the rotor wheel will not oscillate. The accel-
erometer’s damping factor is easily seen to be {=B/ (2\/]?s ) and should be made to be
about 0.5-0.7 by adjusting B, to obtain a rapid transient response without excessive over-

shoots. The natural frequency of this accelerometer is ®,=+/K,/] r/s. Thus, extending
the accelerometer’s bandwidth decreases its sensitivity, a good example of a gain-band-
width trade-off. To see how it is possible to maintain high sensitivity and bandwidth, we
will examine an active accelerometer design.

7.2.1.3 Servoangular Accelerometer

In this design, shown in Figure 7.3, a torque motor is used as an active spring. The torque
motor has a flat torque—speed characteristic over most of its speed range, the torque being
proportional to the motor’s input current, I;. The accelerometer output voltage is made
proportional to I;. The torque balance ODE for the servoaccelerometer is

Tu=Kzlu =Jér +B(dr—0c). (76)

Also, we have
Vo =Kp (¢C - ¢R) (7.7)
IM = GMV2 (78)

V, = Koly. (79)
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FIGURE 7.3

Vertical section through a servoangular accelerometer. The torque motor current, I;, may be shown to be pro-
portional to the angular acceleration of the case around the input axis. G, = transconductance amplifier;
K, and K, = gains. See text for analysis.

Combining the earlier equations, it can be shown that the angular accelerometer has the
low-pass transfer function:

Vo KO/ KT

= (s) = — .
(I)C S ]/ (KTKPGM )‘h"*B/ (KTKPGM )'h‘ 1

(7.10)

Now, the natural frequency governing the high-frequency response is set by the electri-
cal parameters K;, K, and G, In this design, K, can be made large to compensate for a
high K;, thus preserving sensitivity and bandwidth. The system’s natural frequency is

o, = \[K1K,Gy /] 1t/s.In the SS, V, = K, /K.

7.2.2 Angular Velocity Measurement with Mechanical Gyroscopes

The angular velocity of vehicles, such as associated with the roll, pitch, or yaw rate of air-
craft, missiles, boats, submarines, or spacecraft (or even birds and insects in flight), needs
to be measured in order to control the vehicle’s attitude in inertial space and, in the case
of certain modern hypersonic aircraft, stabilize their flight attitude under all flying condi-
tions. The principal means of sensing angular velocity is by a rate gyro. A rate gyro can use
the traditional electromechanical spinning rotor, or be optoelectronic, using the Sagnac
effect, introduced in Section 6.7.3, or use a variety of novel mechanisms including an air
jet, vibrating tuning fork (TF), or a vibrating mass or inertia wheel. In this section, we will
first discuss conventional mechanical gyroscopes and then describe the design and sensi-
tivity limitations of fiber-optic, Sagnac-effect gyros.
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FIGURE 7.4
Schematic diagram of a two-gimbal mechanical gyroscope. The input angle, ¢, is a forced, CCW rotation of the
outer gimbal around the z-axis (a yaw input).

The innards of a conventional, 2-gimbal, mechanical gyroscope are illustrated in Figure 74.
The rotor is spun electrically at a high, constant angular velocity, typically as high as 24,000 rpm
for 400 Hz excitation. The rotor is held in an inner frame, or gimbal, which is in turn suspended
inside an outer gimbal. In early (e.g., 1950s) gyroscopes used in autopilots, the angle between
the inner and outer gimbals, 6, was crudely sensed by a wiper on a wire-wound resistor poten-
tiometer. Resolution therefore was limited by the diameter of the resistance wire vs. the area
of the wiper. In the analysis that follows, infinite resolution in sensing the gyro tilt angle, 6, is
assumed.

Referring to Figure 7.4, we will define ¢ as the input angle. If the rotor is spinning in
the direction shown with angular velocity, ¥, a positive (CCW) increase in ¢ will result
in the gyroscopic effect of having the inner gimbals and rotor tip up to the right, giving a
0 > 0 (CCW rotation). The detailed analysis of the dynamics of a mechanical gyro results
in three, coupled, highly nonlinear differential equations. Analysis proceeds smoothly if
we define three mutually orthogonal coordinates for the gyro system; these are in fact the
angular momentum axes of the rotor and inner gimbals. H, is the angular momentum
vector component perpendicular to the rotor spin axis and the plane of the inner gimbals.
H, is the angular momentum vector of the inner gimbals and rotor as they pivot on the
outer gimbals. H, is in the plane of the inner gimbals and perpendicular to the rotor spin
axis and H;. H; is the angular momentum vector of the rotor, along the rotor axis and per-
pendicular to the other two momentum vectors. The direction of the angular momentum
vectors is given by the right-hand rule; the fingers curl in the direction of rotation and the
thumb points in the vector direction.

The best way to describe the dynamics of a mechanical gyroscope is by the Euler—
Lagrange equations (Aseltine 1958, Cannon 1967). These equations can be derived
from Newton’s laws and provide a general means of describing the motion of complex
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mechanical systems having rotating or fixed coordinate systems. The Lagrange equations
are of the form

d|oU| JUu
o

AP My j=1,2,3,..N 711
dt o, (1h

where
U is the total KE of the system
x;is the jth general coordinate
M;is the jth generalized reaction force, moment, or torque

The differential work done in causing a small change in the coordinates can be written as
W =¥M,;dx; j=1,23,. . .N. (712)
j

In the case of the gyroscope shown in Figure 7.4, x; will be taken as the rotor angle, y;
X, is defined as the inner gimbals” angle, 6, and x;is the input angle, ¢. The total KE of
the gyro is the sum of the KEs associated with each orthogonal coordinate and can be
written as

u:(;)]rwwsin(e)]%(;)]l éz+(;)h[d>cos<e)]2 (713)

where
Jis the moment of inertia of the rotor around its spin axis
J1 is the moment of inertia of the rotor and inner gimbals around the axes normal to the
spin axis

From Equation 7.11, we can write the first nonlinear ODE for the system. Consider j =1,
so x; = y. Thus, it is easy to show that

au
Mg (714)
u
— =],y +], sin(6) (715)
oy
d[alﬂ: Jai+], 65in(6)+],6 6 cos(6). (716)
dt| oy

Hence, the Lagrange equation for the gyro rotor spin axis friction moment is

M, =J.[r+ ¢sin(8) +d 6 cos()]. (717)
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The rotor friction moment, My, is usually taken as zero. The rotor is run at constant
(synchronous) velocity, so = 0. Now, the second Lagrange equation is written for x, = 6,
the inner gimbals” angle. In this case, we have

%—Lelz J: b cos(0)+ ], 6% sin(6) cos(8) — J; 6> cos(6) sin(B) (7.18)
u_
6 )i (719)
draul . .
dt[aé]_ 6. (720)

Hence, the Lagrange equation for the 6 coordinate is
Me=]10-J.\pdcos(8) —J, §* cos(8) + J; 6> cos(6) sin(6). (7.21)

The third Lagrange equation is written for x; = ¢, the input angle:

au

%" 0 (7.22)
au .. e 2 : 2
7¢=]rWSIH(9)+]r¢Sln () +]1¢0.cos™(0) (7.23)
d|oUu . . o Ce
dt|:ad>]: J: sin(0)+], 0cos(0)+], dsin(0)+2], 60sin(0) cos()

—2],$6cos(0)sin(8)+]; ¢ cos(8). (7.24)

The Lagrange equation for ¢ is just

_djou
M,= dt[aq.)}. (7.25)

To linearize the gyro ODEs, Equations 721 and 725, we note again that {y=0, and we
assume that system operation is such that [0]< 15° so sin() 0 in radians. Also, cos(0) = 1,
and terms containing products of the numerically small quantities ¢, 1,6, and 6 are negli-
gible. Under these approximations, we finally obtain the two, simultaneous, linear ODEs
that approximately describe the dynamic behavior of the gyro:

My=],6-H,0 (7.26A)

My =H,0+],0 (7.26B)

where H, is the angular momentum of the rapidly spinning rotor, J; .
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Under most conditions, the outer gimbals” angle, ¢, is considered to be a rotation of the
vehicle about a principal axis, such as its roll axis. The response of the roll gyro having its
outer gimbals’ axis pointing in the direction of the roll axis is considered to be the inner
gimbals” angle, 6, or, in some cases, the torque, M,. The linear gyro differential equations
earlier can be Laplace transformed and written as

Mo(s)EF, s*0(s)+ H, s D(s) (7.27A)

M, (s)EH,s0(s)#F, s°D(s). (7.27B)

We shall use these linear equations to describe the dynamics of the rate gyro and, later, the
behavior of the RIG.

7.2.2.1 Mechanical Rate Gyro

In the one-gimbal mechanical rate gyro, the gimbal’s motion is restrained by a spring
with torque constant, K,, and a viscous damper (dashpot) with rate constant B, as shown
in Figure 7.5. In this gyro, we have dispensed with the outer gimbal and assume the gyro
base rotates an angle ¢, as shown, around the input (z) axis. The rotor gimbal’s moment is
thus given by

Mo=—-0(s)[Bs +K.]. (7.28)

The gyro equations can now be written as

0=0(s)[s*]; +sB+ K,]- H,s®(s) (7.29A)
M, =0(s)sH, +], s> D(s). (7.29B)
Z
Input axis Bearing

Gimbal

Rotor

Bearing g . - >0

o %
Spring = )4':‘ > Bearing

L/ Platform

I 7

Dashpot Vs

FIGURE 7.5
Schematic diagram of a single-gimbal, mechanical, rate gyro. In the SS, the gimbal (pitch) angle 6 = ¢H, /K.
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Using Cramer’s rule, we can solve Equations 7.29A and 7.29B for the relationship between
0 and ¢:

0 —sH,
e M, ¢ M,sH, H, /K,
()= h_ . el - / . (730)
O s’Ji+sB+K, 0 My(s’J1 +sB+K;)  s°J1/Ks+sB/Ks+1
sH, M,

This transfer function is easily seen to be a relation between the gimbal’s tilt angle, 6, and
the angular velocity of the gyro around the input axis, ¢

(C] H./K
—(s)= L . 7.31
69T /K +sB/K 41 731)
For a constant velocity input,
da(s)= o (732)
s
and the output angle is given by
$o(H, /K,)
O(s) = .
)= (/Kb sB/K.41) (733)

In the time domain, the response 0(f) is shown in Figure 7.6. It is a classic second-order,
low-pass system step response, with SS value, g5 = ¢,H, /K. Thus, in response to a con-
stant angular velocity input, ¢., the rate gyro rotor tips an SS angle, 655. 6 can be measured
by a low-friction potentiometer wiper or by a frictionless optical coding disk.

Another approach to rate gyro design is shown in Figure 7.7. Here, the rotor gimbal
is constrained not to rotate by a very stiff torsion spring. The spring has strain gauges

o H,/Kg

FIGURE 7.6
Second-order response of the rate gyro of Figure 7.5 to a step input of angular velocity, ¢(t) d,U ().
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Az

< \ — Bonded strain gauge
e

/ Rotor

Sprung %
gimbal

Bearing —

Y

Platform

FIGURE 7.7
Constrained gimbal rate gyro. The gimbal torque is measured by a strain gauge and is proportional to 0.
Compare this system to the gyro angular accelerometer shown in Figure 7.1.

cemented to it and arranged so that torque exerted on the spring produces an output
voltage. Referring to the linearized gyro equations, Equations 7.27A and 7.27B, and for

practical purposes, we assume that 8= 6 = 0. Thus, Equation 7.27A reduces to
My(s) = —H,sD(s). (7.34)

Hence, the output of the strain gauge bridge attached to the torsion spring can be
written as

0,(t) = KgH. 4. (7.35)

Thus, we see that the rotor gimbal does not need to move appreciably to sense 6. Note that
the ¢ term is multiplied by a cos(p) term in the relations presented earlier when the gyro is
rotated around some axis at an angle § with its input or z-axis.
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7.2.2.2 Sagnac-Effect Fiber-Optic Gyroscopes

The Sagnac gyro is actually a mechanooptoelectronic gyro. In Section 6.9.2, we derived the
relation for interference fringe shifts as a function of rotation rate for a Sagnac interferom-
eter. The fractional fringe shift, Az (generally measured electro-optically), was shown to
be related to the input rotation rate by Equation 6.115. When we include the cosine term for
off-axis rotation, the relation for Az becomes

Az = (i)cos(B)[i;?]. (7.36)

Equation 7.36 describes the fractional fringe shift for a single optical circuit. Sensitivity
of the Sagnac gyroscope can be increased by increasing the number of optical circuits; a
convenient way of doing this is by using multiple turns of an OF waveguide. A very simple
FO gyro is shown in Figure 7.8. Since N turns of FOC are used, the fringe shift equation is
easily seen to become

2z =peos(p] 54 | cos) X2 | o) 2K | 737)
cA cA cA
where
R is the radius of the FO coils
N is the number of turns
c is the speed of light on the OF
A is the wavelength of the light
Ly is the total linear length of the FOC used
Interference
Coupling fringe intensity
objective

N turns of
< FO cable

’ mirror
Coupling La
objective

FIGURE 7.8
Simple Sagnac effect, DC, FO gyroscope.
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Practical considerations concerning SNR limit the maximum number of turns used or Ly.
Light intensity from the laser or LAD source is attenuated by the OF as a function of path
length. This attenuation is given by the well-known relation

P, = P10~ (7.38)

where
a is the attenuation constant that is wavelength and fiber dependent
P, is the input power in watts
P, is the output power
Ly is the length of the fiber

The noise associated with the photodetector used to sense fringe shifts may be expressed
in terms of an RMS uncertainty in the fringe shift, Azys. This noise is given by

1 hv 1 hv
Az =[ o | [N VB =2 [ JB. 7.39
e (21:) npo‘/— (21:) nPilo-“LFJ_ 7

Hence, the fringe shift RMS SNR can be written as

ARV P,
cANhvB/n

Az O(2LgR/ c))
Azgys  (1/2m)N (hvB/M)P107%

SNR = =¢ (L1075 /2) (740)

where
h is Planck’s constant
vis the frequency of the light in Hz
B is the Hz noise bandwidth
n is the photodetector’s quantum efficiency (typically 1/2)

Regardless of ¢, the SNR has a maximum with respect to L. This optimum Ly can be
found by differentiating the right-hand term in parentheses in Equation 7.40 with respect
to L and then setting the derivative equal to zero.

This procedure yields

_ 2 (2
Lrorr)= In(10) ( p” )(0.4343). (741)

The optimum number of turns, Nypr, can be found from

Leorn ] 0.13824
N, =INT| —— |=INT . 742
orr [ ron e (742)

Other embodiments of the Sagnac FO gyro have been developed to improve resolution by
allowing more precise measurement of the fringe shift and carrier operation to avoid 1/f
noise associated with DC and low-frequency measurements. By introducing AC modulation
of the light phase traversing the FO coil, the intensity of the interference fringes is also AC
modulated, and fringe shift detection can be made more precise and noise free because pho-
tosensor outputs can be amplified out of the range of amplifier 1/f noise. The use of single-
mode, polarization-preserving OFs with attenuations (&) of less than 5 dB/km and integrated
coherent optical systems has permitted the design of Sagnac FO gyros with noise-limited
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sensitivities of ca. 2.8 x 10-¢ deg/s using a 1 Hz noise bandwidth centered at the modulating
frequency. By way of contrast, the Earth’s rotation rate is 4.167 x 103 deg/s. Hence, an FO gyro
with its input axis pointing north can easily measure the Earth’s axial spin velocity. Sagnac
fiber-optic gyros are the most sensitive angular rate sensors that have been developed to date.

7.2.2.3 Vibrating Mass Rate Gyro

The first design we will consider is the single-mass, vibrating mass rate gyro (VMRG). A sche-
matic (top and side view) of the VMRG is shown in Figure 79. This particular design is
interesting because of the following;:

1. It illustrates the generality of the Lagrange method for analyzing complex electro-
mechanical systems.

2. By extending the single, torsional, vibrating mass gyro to a paired structure in
which the masses vibrate 180° out of phase, we can examine a crude model of the
TF rate gyro.

3. The single VMRG forms a model of an ancient, biological, rotational rate sensor
system that evolved millions of years ago and acts to stabilize the flight of dipteran
insects (flies and mosquitoes).

y
o
Platform
(Top view)
x
z
(oscillates in
o _————T~~__ XZ plane)
(Side view) o =~ a
» I———
O R
R N0
Platform 0 i

FIGURE 7.9
Top and side views of a single VMRG.
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Prehistoric insects had four wings like present-day dragonflies. In the process of evolution,
short-bodied dipteran flies had their hind wings morph into two (bilateral) organs known
as halteres. A haltere has an inverted tenpin-shaped structure that is attached and pivoted
at its small end from the insect’s body below and behind each wing. It is basically a mass
at the end of a rod that vibrates in one plane at the wing-beat frequency when the insect is
flying. Flies have many mechanoreceptor neurons in the elastic cuticle at the base of each
haltere that evidently sense strains in the cuticle resulting from rotation-rate-induced gyro
moments (Bullock and Horridge 1965). The complex manner in which this sensory neural
information is processed and used to control the flight of flies and mosquitoes remains to
be described. However, we do know that if both halteres are removed, a fly no longer is
capable of controlled, coordinated flight; it crashes.

To derive a mathematical description for the torques at the base of the vibrating mass,
we use the well-known Lagrange method (Cannon 1967), which is based on Newtonian
mechanics. For a complex mechanical system, we can write N equations of the form

d(oL) oL
— — [-—=M 743
dt(aqkj g (743)

where
qi is the kth, independent coordinate. The g, can be rotational or translational
M, is the kth moment (torque) if rotational dynamics are considered or the kth force if the
dynamics involve linear translation
T is the total KE of the system
U is the total potential energy of the system
L =T- U. Lis called the system’s Lagrangian function (Cannon 1967)

Consider Figure 7.9 in which the linear flight velocity vector of a fly is along the x-axis,
and for simplicity, let the mass (haltere) vibrate only in the XZ plane. In this example, the
independent coordinates are 0, the angle of the vibrating mass in the XZ plane with the
z-axis, and ¢, the input rotation around the z-axis (yaw left is shown). The system’s poten-
tial energy is U = (1/2)Ky0?%joules. K, is the spring constant of the torsion spring that restores
the resting mass to align with the z-axis. A torque motor (muscles) (not shown) keeps the
mass vibrating sinusoidally in the XZ plane so that 0(f) = 0,, sin(w,,t). There are two com-
ponents to the system’s KE:

T= (; ) 1,07 + (; JM(V ) (744)

where
J, is the moment of inertia of the mass on the end of a rod of length R (haltere). It is well
known that f, = MR2
r is the projection of R in the XY plane: = R sin(0)
(r9) is the tangential velocity of the mass M in the XY plane due to the input rotation
rate, ¢

Thus, the system’s Lagrangian is

1Y, 0 (1) errove (1)oaz (1) 2 (1) r02( 1 > (1) o
L=(2)]09 +(2)M(r¢) —(ZJKG _(2)]09 +(2JMR (2)[1—(:05(29)]4) —(ZJKQG . (745)
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And we have

%S = —(; ]MRZ (; )[—2 sin(20)]9> - K6 = (; JMRZ sin(26)¢* — K40 (7.46)
oL .
% =J,0 (747)
oL
dt( ) 1. (748)

Hence, M, = ] 0+ K¢0—(1/2)MR?sin(20)¢? is the torque required to be produced by the
muscles to maintain the haltere in simple harmonic motion.

Our interest is in the (instantaneous) torque around the pivot in the XY plane, M, due to
the input pitch angular velocity, ¢. We can write as follows:

oL

%" 0 (7.49)
gi = Mr% = MR sin®(0) = MRZ( )[1 c0s(20)] (750)
L \_ MR q> -MR?¢ 1 cos(20) + MR? ¢6sin(26) (7.51)
dt R 2 ' ‘
Thus,
M,= q{; JMRZ - q{; )MRZ cos(26) +(; ]MR2 HOsin(26). (7.52)

Because |20,,| > 10° in the haltere system, we cannot use the approximations: sin(26) = 26,
and sin?(0) = 02. The M, moment can be written as

M, =£15[; )MR2 - q{; JMR2 cos[20,, sin(wnt)]+ q{; )MRZOm(nm coS(Opt) Sin[20,, sin(m)].
(7.53)

Thus, the M, moment lies in the XY plane and contains a DC term proportional to ¢ and
also double frequency terms in ¢ and ¢. The desired angular velocity term is larger by an
amount o, that can be about 900r/s in mosquitoes.

Note that if a haltere were mounted so that it vibrated in the animal’s XY plane, then it would
appear to be responsive to angular acceleration and angular velocity due to roll and pitch.

Gyro with two, 180° out-of-phase, vibrating masses: Figure 710 illustrates a side and top view
of a haltere-type VMRG with two, symmetrically vibrating masses. It can be easily shown
that the second harmonic torque around the two combined pivots adds in-phase for the two
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(Top view)
Platform

(oscillates in
///// —— XZ plane)

FIGURE 7.10
Top and side views of a two-mass VMRG. The masses vibrate at the same frequency, but 180° out of phase.

masses, and we get twice the second harmonic MqJ generated. A second advantage of this
geometry is that the out-of-phase vibrations cancel the reaction forces in the x-direction. By
analogy, a TF whose arms are vibrating 180° out of phase will experience a second harmonic
torque around its handle when rotated around the handle axis at angular velocity ¢. Such a
TF design is the basis for the Systron Donner QRS14 Inertial GyroChip™ angular rate sensor.

The upper TF is made to resonate at its natural frequency; the arms vibrate in the ZX
plane. Input angular rotation at ¢°/s around the z-axis causes induced moments at the
TF base that excite the bottom TF at its resonant frequency, but with different phases.
A phase-sensitive detector (PSD) (see Section 2.8) compares the piezoelectric output of the
bottom TF with a reference signal from the driven, upper TE. The DC output voltage of the
LPF following the PSD is thus proportional to ¢. The QRS14 has four standard ranges: +50,
+100, +200, and +500%s. Threshold resolution for the +100°/s is <0.004%/s, and the output
noise is <0.02%/s/YHz (-103 series). The TF gyro’s bandwidth can be <50 Hz.

7.2.2.4 Humphrey Air Jet Rate Gyro

This innovative angular rate sensor did not use a vibrating or rotating mass. However, its
operation can be heuristically described in terms of simple Newtonian mechanics and the
Coriolis effect. Its operation makes use of the fact that once a mass is in linear motion, it
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FIGURE 7.11
Top schematic view of a Humphrey air jet (Coriolis) rate gyro. (Not to scale.)

will continue to move in a straight line at constant velocity unless acted on by an external
force. The geometry of the air jet gyro is shown schematically in Figure 7.11. For simplicity
in the analysis, we will consider a single gas molecule mass and neglect its interactions
with other gas molecules in the stream of gas emitted from the venturi and with the sides
of the chamber. The gas is forced through the venturi by a novel piezoelectric gas pump.

Assume a molecule leaves the nozzle at t = 0 with velocity V, in the y-direction. If the
input rotation rate, 9, is zero, the molecule will arrive at a point P midway between the hot
wire sensors after T = L/V, seconds, assuming the velocity remains constant. L is the dis-
tance from the nozzle mouth to point P. Now, if the input rotation is in the direction shown,
the gyro’s hot wires, used to sense the air jet’s mean velocity, will have rotated CCW by an
angle, 6= q)T ¢L/ V, radians. The distance along the circumference of the circle of radius
Lis 6=16= L2¢/ o meters. Thus, the gas molecule will strike more toward the lower hot
wire instead of at P. The displacement of the molecule perpendicular to v, is a result of
the Coriolis effect.

The distribution of gas molecule velocities in the jet of gas in the gyro is assumed to be
modeled by a Gaussian distribution in angle at radius L. That is, at distance L, assuming
zero angular velocity:

vy(L, 6, b= 0)+Y, exp[(zez):| (7.54)

Thus, at P (6 = 0), v, = V,. Assume the hot wire velocity probes are separated by an angle
of + 6, around point P. Thus, the lower wire at 6 = -0, will see a gas velocity of

0y (-8, 0 =0)EV,, exp[ 22 ;V)) } (7.55)

The upper wire also sees a velocity of

. —(+0,, 2
vy (8,0 =0) =V, exp|:22+62))] (7.56)
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Now, if ¢ >0, the Coriolis effect will deflect the center of the jet by an angle 6, = (i)/ Vyo.Now,
the gas velocity at the lower hot wire is

_(_ew + L(I)/ Vy )2

207) ] (lower wire). (7.57)

vy (-0, d)) =Yy exp[

The gas velocity at the upper hot wire is lower than at the lower wire; therefore, it is hotter
and has a higher resistance:

~(+8,, + Lo/ V, )

vy (+6,, (i))'H'/yo expl (26%)

:l (upper wire) . (7.58)

Let us now indulge in some approximations to linearize the system. We will use the
approximation, ¥ = 1 + v, for |y| < 1. Assume 6,,° >20,,Lo/V, > [’¢*/ V,>. Also, assume
1%6*/ V,> < 1. Thus, the gas velocity at the lower wire is

0, (-0.,, )Y, exp[—(8.,.% —20,,Lo/ V,+14*/ V,*)/(26%) £V, exp[-6,,/(26%) +8,,Lo/(V,67)]

=V, exp[-0.,7/(26°)]expl0, Lo/ (V,0*) [V, exp[-0, /(267)][1+ 6, Lo/ (Vys™)].

(7.59)
Using the same development, we find that the gas velocity at the lower probe is
- -0, || 1-6,Lo
+0u,0) =V, = 7.60
0y (+6y,0) yexp|:(202):||: ,0) } (7.60)

We now turn our attention to the circuit that provides the differential output from the HWAs
in the Humphrey angular rate sensor. As you will see in Section 7.3.2.1, HWAs are widely
used to measure gas velocity in a variety of applications, including subsonic vehicle aerody-
namics and in heating and ventilating system design. The theory behind the HWA is simple:
When a wire is heated, its resistance increases. Also, when moving gas is directed at the wire,
heat is removed, its temperature drops, and its resistance decreases. These phenomena can be
described mathematically. The resistance increase can be modeled by

R(AT) =R, [1+ 0AT]. (7.61)

Here, R, is the wire’s resistance at reference temperature, T,, AT is the temperature differ-
ence of the wire above the reference temperature caused by electrical (I?R) heating, and
a is the wire’s alpha tempco (« is material- and temperature dependent). The SS AT can be
modeled by

AT = PO (7.62)

where
P is the average electrical power dissipated in the wire (P = I ?R) in watts
O is the thermal resistance of the wire in °C/watt
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© depends on the wire’s geometry (shape, length, diameter, etc.) and the heat conductivity
and heat capacity of the gas surrounding the hot wire and also if the gas surrounding the
wire is moving. In moving gas, it has been found that

0=0,-pJo. (7.63)

Here, O, is the thermal resistance in still gas, f is a nonnegative constant, and v is the gas
velocity at the wire. Using Relations (7.61)—(7.63), we can solve for R(v):

R

RO = ui 2R 0, — o]

Ohmes. (7.64)

Now, refer to the schematic shown in Figure 7.12. Each of the hot wires is heated by a DC
current source, I,. The voltage across each hot wire is simply I,R(v). Thus, the voltage across
the top wire can be written as

V.= IoRo ~ IoRo /(1_ (XIOZR()@)
T (1~ 0l R®) + 0, RPNV o (+6,, 0) - o, 2R, (+6,, 0)
(1-ol,’R,0)
l
vo LR, . o, 2R, B0, (+6.,, f) 765)
T (1-0l,’R,0) (1-al *R,0O) ' ’
A
VO
DA 3

FIGURE 7.12
Simplified schematic of the HWAs used in the air jet rate gyro.
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Using a similar calculation for the lower wire, we find

oL, 2R,B1[v, (-0, ¢
o IR [, olR =
(1 al,"R,09) (1+al,"R,09)
In the calculations earlier, we have assumed that
0" RoBy0, (+6,,, )
Pyo, ¢ (7.67)

(1+ ol *R,0O)

and have used the approximation 1/(1 + &) = 1 — €. Next, we use the binomial theorem to
write v/1+ €& =1x¢/2. This latter relation is applied to Equations 7.65 and 7.66:

Jo,(£0,,, 6) = [V, exp[ -0,2/(20%) |[1£0,Lo/(V, 26%)]. (7.68)

When Equation 7.68 is substituted into the approximations for V, and V_, V, can be found
from

- KaL R 0P8, L /V,0%)|V, exp[-8,, Y 267]
V, =K, (V. £V ) = .
A( ) ¢ (1—(X102R0®o)2

(7.69)

Thus, it appears that within the bounds of the inequality assumptions made earlier, the SS dif-
ferential output of the pair of differential HWAs is proportional to the input rotation rate, ¢. It
should be noted that there are more sophisticated means of processing the outputs of HWAs.
One such means used for large signal changes is to remove the o proportionality by squaring.
Another means uses feedback to automatically increase the I, through the HWA to compen-
sate for an increase in o, thus forcing the HWA resistance to remain constant at R(v = 0).

The Humphrey angular rate sensor had a built-in transport lag in its transfer function.
This is simply the average time it takes a gas molecule to travel from the venturi nozzle to
point P. In one Humphrey rate sensor, L = 04" and V, =80 in./s. Thus, 8T = 5 ms, the trans-
port lag. If a step input of angular velocity is given at t = 0, it takes 5 ms before the sensor
responds. What will the SS output voltage be if the same angular rate sensor is given a

200 Hz sinusoidal input? That is, d.)(t‘)'l'—-‘lf)D sin(2m200¢). It appears that the Humphrey rate
sensor had a response bandwidth of ca. 0-25 Hz, which was adequate for application in
most vehicles (drone aircraft, boats, submarines, etc.).

7.2.3 Angular Velocity Measurement with Tachometers

A tachometer is a sensor/system that converts the angular velocity of a rotating shaft to an
electrical output, generally a voltage. Tachometers are typically used to measure the angu-
lar velocity, generally in RPM, of rotating machines such as electric motors, generators,
turbines, pumps, and internal combustion engines.

A commonly found form of tachometer is the DC, permanent magnet generator, in
which the output voltage linearly follows the shaft velocity. Shaft velocity is read by a
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calibrated, DC voltmeter. Response time of the DC generator tachometer is basically set by
the mechanical natural frequency of the analog voltmeter. In the case of a digital voltme-
ter, the response time is limited by the low-pass filtering at the input ADC.

Other tachometers avoid the expense of the DC generator and use either optical or mag-
netic means to generate a train of pulses whose repetition rate is proportional to the shaft
speed. In the tachometer illustrated in Figure 713, a light beam is bounced off one or more
reflecting strips cemented to the rotating shaft. Every time the shaft comes around, the
light beam is reflected onto a photosensor, producing a train of pulses that is shaped by a
comparator and one-shot multivibrator. The average value of this conditioned pulse train
is seen to be proportional to the shaft’s RPMs. An op amp LPF averages the pulse train and
is also used to correct for DC offset and set the output calibration, as shown in Figure 7.13.

An alternate means of generating a pulse train whose rate is proportional to shaft speed is
to cement permanent magnets to the rotating shaft and place a digital Hall sensor in a fixed
location near the path of the magnet. Every time the magnet comes close to the Hall sensor,
its output changes state, generating the pulse train. The disadvantage of the pulse averaging
tachometer is that the LPF time constant needs to be long to suppress output voltage ripple
at low RPM. The long time constant means a slow response to changes in RPM.

Vi

Rotating shaft 0 t
with mirrors LED 0
+5
Vi
PT
VO
( b
LPF
—AM—
= V, - FT"VMV\——— One shot J
y yd 0 -«
0 - +
0 emin

N +5
FIGURE 7.13

Schematic diagram of a simple photoelectric tachometer system. Standard duty-cycle pulses are LPF averaged
to yield a DC voltage V, o< 6.
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FIGURE 7.14
Block diagram of a 4046 CMOS PLL used as a tachometer. The (virtual) input integrator converts the input event
rate (frequency, o) to the phase input, 0;, of the PD.

One way to get around the problem of a long filter time constant being required for
ripple-free output at low RPMs is to use a PLL to convert the rate of the pulse train to
a DC output proportional to RPM. The block diagram of a PLL tachometer is shown in
Figure 7.14. A 4046 CMOS PLL is used to convert input frequency (o;) to a proportional
DC output voltage, V,. In the block diagram, the first integrator is required to convert the
input signal’s frequency to phase, the quantity the PLL operates on. In the SS, 6, = 6, and
it is easy to show that the DC output voltage is given by

_ 2nfiN

V, 7.70
Ky (7.70)
where
N is a digital frequency divider ratio (N =1,2, 4, ...64, ...
K, is the PLL VCO'’s constant in (r/s)/V
Reduction of the block diagram yields the transfer function
Vo ()= 2nN /Ky (771)

fi SZC(Rl + Rz)N/(KPKv)'F S(l + CRzKPKV /N)N/KPKV +1

where K is the phase detector (PD) gain. The PLL tachometer is seen to be a second-order

system with a natural frequency of ®, =\/KPKV/ (C(Ri+R,)N)1r/s. In this design, the
VCO runs at N times the input frequency at lock. This allows the measurement of very low
frequencies. All VCOs have a minimum frequency at which they will oscillate, as well as
a maximum frequency. The minimum and maximum VCO frequencies, divided by N, set
the input range of this PLL tachometer.

The final means for the measurement of angular velocity that we will describe can be
used with turbine wheels as well as rotating shafts. A system known as an instantaneous
pulse frequency demodulator (IPFD) operates on a pulse sequence obtained by the rotation
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of magnets attached to the turbine wheel or shaft passing fixed Hall switch or, alternately,
by the rotation of illuminated, alternating white and black markings past a fixed photo-
sensor. The IPFD measures the period or time interval between each pulse pair in the
sequence and then calculates the reciprocal of that interval. The reciprocal of the ith inter-
val is defined as the ith element of instantaneous frequency of the pulse sequence, r;,, and
is proportional to the angular velocity of the shaft or wheel. If, for example, each revolu-
tion produces 36 pulses, then 2400 RPM would produce 86,400 ppm or 1440 pps. Since the
IPFD is responsive to the reciprocal of the length of each period, any change in the speed
of rotation from 2400 RPM will be sensed within about 0.7 ms. This is a considerably faster
response time than is afforded by pulse averaging or PLL tachometers. The IPFD is thus a
useful system to study subtle, short-term changes in angular velocity. A block diagram for
an analog IPFD tachometer developed by the author is shown in Figure 7.15A. The process-
ing time, that is, the time required to charge the capacitor to the maximum voltage, sets the
maximum possible instantaneous frequency (shortest input period). The maximum input
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v, V. v,
Comp 2 _{ OSH-1 : —+_ OSH-2 :
Vs v, (t)
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v (t)
Vo S&H OA
N ]

FIGURE 7.15
(A) Schematic of an analog IPFD designed by the author.
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FIGURE 7.15 (continued)
(B) Waveforms observed in the analog IPFD. Note that the output voltage appears stepwise; the height of the
step is proportional to the reciprocal of the interval between the wop preceding pulses.

period (lowest input frequency) is determined by the lowest capacitor voltage at which the
decay waveform follows the curve given by

o(t)=C/B 772)

tt,

V, is the peak voltage the capacitor is charged to at time t = 0, when the voltage begins
decaying hyperbolically. Time 7, is the processing time between the (i — 1)th pulse and
the beginning of the hyperbolic decay, v (f), which is sampled at time ¢, when the ith pulse
occurs. f = C/(t,V,). The hyperbolic decay of voltage from the capacitor occurs because the
capacitor is discharged through a nonlinear resistor with the volt-ampere relation:

i = Poc (773)
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Hence, the node equation for the capacitor discharge is
z)c+(g )vcz =0, t=0. (7.74)

This is a form of Bernoulli’s equation, which has a solution for the initial condition of v, =V
at t = 0 given pulse, generating a stepwise voltage waveform, g(t). The height of each step is
given by Equation 7.87. The value of the hyperbola is sampled and held at the occurrence
time of the (i + 1)th instantaneous frequency of the preceding pulse pair interval and is
proportional to RPM. In mathematical terms, the IPFD output can be written as

qt) =k il r[Ut—t) Rt ]. (7.75)

Here, U(t — a) is the unit step function, zero for t <a and 1 for t > a. r; is the ith element of
instantaneous frequency, defined over t; <t < t,,; as

I3

1

i (7.76)

Figure 7.15B illustrates key waveforms in the operation of the analog IPFD.

Webster (1978) described a digital IPFD that was used as a cardiotachometer (to measure
heart rate). The Webster system had an analog output that is also given by Equation 7.90.
Mlustrated in Figure 7.16, the reciprocal relation between interpulse interval and ; is inge-
niously generated by the use of a 12-bit DAC whose output resistance increases linearly
with the size of its binary input, N;. N; is proportional to (¢, - , ;). A timing diagram for the
Webster IPFD is shown in Figure 7.17. The op amp’s output is thus V, = ViRp/Rpsc = Kr;
over the interval (¢, t..,).

In summary, we have seen that tachometers can have a wide variety of embodiments,
ranging from simple DC generators whose output voltage is proportional to shaft angu-
lar velocity to systems that generate pulse trains whose frequencies (and instantaneous
frequencies) are proportional to angular velocity. The pulse trains can be processed by
averaging PLLs or IPFDs to obtain DC signals proportional to angular velocity.

7.2.4 Angular Position Measurement with Gyroscopes

Modern inertial navigation systems and attitude control systems such as those used by
space vehicles, helicopters, aircraft, submarines, etc., need estimates of angular position
for their operation. There are several simple modifications of mechanical and Sagnac FO
gyroscopes that will allow them to sense angular position, rather than just angular veloc-
ity. These include the RIG and various servo platform gyroscope configurations.

The RIG is the same as the rate gyro shown in Figure 7.5, except that the spring is removed.
The linearized gyro equations now become

My =—B0=],6—H, (7.77A)

M,=H,6+]10. (7.77B)
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FIGURE 7.16
Digital IPFD (with analog output) described by Webster (1978).

The solution of Equations 792A and 7.92B yields

Hr/]l
S*‘B/]l '

%S): (778)

Thus, in the SS, from the Laplace final value theorem, a constant rotation ¢, around the
input axis will produce a constant inner gimbal deflection of 6,, = ¢, H,/B radians. The
RIG is seen to be approximately a first-order, low-pass sensor system with a time constant
of [,/B seconds.
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Timing diagram for the Webster IPFD of Figure 7.16. This IPFD is used as an instantaneous frequency
cardiotachometer.

Figure 7.18 illustrates the use of a feedback platform to obtain an output signal propor-
tional to the SS input rotation, ¢,,. In this case, we use a servomotor-driven platform to
counterrotate the RIG as the assembly rotates with the vehicle. The inner gimbals” angle, 6,
is sensed by a potentiometer or optical sensor. The servo-gyro equations are

be= it Om (7.79A)
My=0=B6+J,6—H,0. (7.79B)
Mo=H,0+] .. (7.79C)

The platform position is driven by the 6 signal through a proportional plus derivative
compensated servomotor.
The platform position may be related to 6 by the relation

& _ KMKA(’CCS + 1) 780
€] ® s(tys+1) (750}
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FIGURE 7.18
Diagram of a servoplatform, RIG. In the SS, ¢, = ¢;. Proportional plus derivative feedback is required for stability.

The block diagram describing the servo-RIG is shown in Figure 7.19. System output is
proportional to the platform angle, ¢,,. From the block diagram, we can write the servo-RIG’s
transfer function:

&(S) _ Ko (Tcs +1)
D; tSIﬂM /(H,KaKy)+5°(Bty + J1)/(H.KaKni) +s(B+1cH,KaKy)/(H Kz Ky) +1 '
(7.81)
GYRO
COMP.
+ N de H,/B 0 Vi
¢1—>Q—> JB+1 Ky ST+ 1
MOTOR
¢m I<M
s(sty+1)
VO
= K, ———>
FIGURE 7.19

Systems block diagram describing the dynamics of the servo-RIG of Figure 7.18.
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FIGURE 7.20
Diagram of a servoplatform FO (Sagnac) gyro.

In the SS, V, = K,®;. The advantage of the servo-RIG configuration is that sensitivity is set
by the parameter, K, and the dynamic range is not limited by inner gimbal tilt angle, 6. In
fact, it is easy to show that in the SS, 6/®; — 0. The natural frequency of the servo-RIG is
seen to depend on the gains K, and Kj;.

A Sagnac FO gyro can also be placed on a servo platform to realize a RIG. Figure 7.20
illustrates such a system. As in the previous example, the platform counterrotates against
the input angle so we have

Oe = 0i O (7.82)
The Sagnac FO gyro SS output can be summarized by
Vi = Kcbe. (7.83)

The Sagnac gyro output is further conditioned by an amplifier, K,, whose output acts on
the servomotor system. The servo-gyro block diagram is shown in Figure 7.21. Again, the
system output is proportional to the motor rotation, which can be measured with a poten-
tiometer or a coding disk:

Vo=
D, stm/(KcKaKy)+1'

In the SS, we find that V, = K, ¢,,, assuming K;KyK, > 1, and the fringe shift is nulled to zero.

(7.84)

Motor

Sagnac gyro AMP

+ V; K,
o, ®¢e K, Vin M O K

sK,
_ N s(sT+1) °
O
FIGURE 7.21

Systems block diagram describing the dynamics of the servo-FO gyro of Figure 7.20.




Applications of Sensors to Physical Measurements 391

Placing a gyroscope on a servo-controlled platform is seen to be an effective means of
increasing the gyro’s dynamic range of response and its natural frequency. In designing
such a system, it is clear that there is a trade-off between the considerable extra cost of the
servo platform and the increase in performance obtained.

7.2.5 Angular Position Measurement with Clinometers

Gyroscopes, discussed in the previous two sections, were seen to operate either in a gravi-
tational field or in a microgravity environment, such as in an orbiting satellite vehicle
(SV). Clinometers, on the other hand, require gravity to work. There are two classes of
clinometer: pendulum and liquid filled (the liquid is either a dielectric or an electrolyte,
depending on the design). Clinometers are used on ships to sense roll and pitch angle and
on heavy earth-moving machinery and cranes to sense tilt. Obviously, excessive tilt or roll
can lead to capsizing and loss of life and/or the equipment. A clinometer is considerably
simpler in design than is a mechanical gyroscope and consequently is a far less expensive
instrument. A schematic design of a pendulum clinometer is shown in Figure 7.22. The roll
axis is perpendicular to the plane of the page. A pendulum of total mass, M, and moment
of inertia, |, is suspended in the center of a cylindrical case. The case is filled with light
oil for viscous damping, and the position of the clinometer pendulum relative to the case
is measured by a potentiometer wiper with negligible friction. A torsion spring acts to
restore the pendulum to the center position of the case. Summing the torques around the
pivot point, we can write

0 =—J0p +B(Bc —0p )+ K5 (B 0p) —MgR sin(6p). (7.85)

(True vertical)
Potentiometer

. resistor = 0,>0
Typical parameters: 0 e v
Resol: +0.05° N\ i--_P . //
Range: +12.5° LV ' (Case center)
fa:2Hz

£:0.6

Pendulum Pot. wiper

Case

FIGURE 7.22
Vertical section through a passive, pendulum clinometer. The axis around which the clinometer tilts is perpen-
dicular to the plane of the page.
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This ODE can be linearized by assuming [0,|< 15° so sin(0,) = 0, (in radians). Laplace
transforming and separating ©® terms, we can write

(sB#Ks)
s’] +sB+(Ks + MgR)

@p _
GTC(S) = (7.86)

Now, the clinometer output is assumed to be given by

Vo=Ko(0c+6p). (7.87)

Substituting Equation 7101 in the relation for V,, we obtain finally

Ko (s*]/ MgR#1)MgR
5] /(K + MgR) + 5B/ (K, + MgR)+1](K, + MgR)”

OLOC(S) _ [ (7.88)

From Equation 7103, we see that the I/O transfer function of the pendulum clinometer is
that of a mechanical notch filter. The transfer function has a pair of conjugate zeros on the
jo axis in the s-plane at ®, =,/MgR/] r/s and a pair of complex-conjugate poles with
0, = /(K;+ MgR)/] r/s. A typical SS frequency response of the pendulum clinometer to
0.(t) = 0, sin(ot) is shown in Figure 7.23. The response is flat from DC to just below the notch
frequency, o,. In order that the pendulum follow rapid changes in 6., ®, = /MgR/] should
be made as large as possible. In the limiting case, the pendulum can be considered to be a
mass point, M, at a distance R from the pivot. It is well known that such a pendulum has a
moment of inertia given by | = MR?. Thus, the notch frequency of the pendulum is indepen-

dent of its mass and is given by
W= \/g r/s. (7.89)
R
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20 log [—2 (jw) ®,

K, MgR
K+ MgR

20 log(K, p)

20 log
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0, =V(K+MgR)/] 1/s
w,=VMgR)/] 1/s

FIGURE 7.23
SS frequency response of the pendulum clinometer, subject to a sinusoidal tilting of its case. Note that it is a
mechanical notch filter.
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Hence, a 10 cm pendulum in the earth’s gravitational field will have an f, of about 1.6 Hz;
a 2 cm pendulum has an f, of 3.5 Hz. The measurement of most vehicle roll angles is done
under almost static conditions, so the dynamic performance of the clinometer angle sen-
sor is generally not an issue. Even the roll rate of large ships is slow enough so that most
pendulum clinometers can follow the roll angle accurately.

A second class of clinometer has no moving mechanical parts. Figure 7.24A illustrates
the simplified sectional drawing of a dielectric fluid-filled, differential, capacitive-type cli-
nometer. This design principle is used by Measurement Specialties™ in their AccuStar®
line of electronic clinometers. A sealed, thin, cylindrical chamber is half filled with a
dielectric liquid with a high dielectric constant. There are no moving parts. The top half is
filled with a dry inert gas. A differential capacitor is formed by depositing a film of noble
metal on glass or plastic plates: one electrode is a disk and the other two are sector shaped

Case
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witilt 6
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window
//
( A) / eccw vg g
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NV
R _
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Viat o,
w,=1/(RC,)
(B) —

FIGURE 7.24

(A) Front and side view of a dielectric liquid-filled clinometer. The sector electrodes and metal backplate make a
differential capacitor system. The differential capacitance is a linear function of the case tilt angle, 6. (B) Schematic
of a De Sauty bridge used to sense V, « AC « 6. Maximum sensitivity occurs when o, = 1/(RC,).



394 Introduction to Instrumentation and Measurements

so that when the dielectric liquid between the plates tilts, an equal area of the sector plates
covered by the liquid is added or subtracted to the area covered at zero tilt. Since the area
of a parallel plate capacitor is proportional to the area of the plates, it is easily seen that

_ Ke,AA
d

AC (7.90)

where
Kk is the filling liquid’s dielectric constant
g, is the permittivity of empty space, 8.85 x 10-2C/N-m?2.

From the electrode geometry, AA = k6, so it is clear that AC = K 6.

The differential change in capacitance caused by tilting the clinometer case can be
sensed by using a simple De Sauty bridge as shown in the schematic in Figure 7.24B. From
the schematic, we can write

fema =3.15 / (0.2RC) pps. (791)
Now, set w = 1/RC, r/s, so
2jAC/C, AC
Vo =KaVsqr ; e =KV, ——. 792
A {[(]+1)+]AC/C0][(1+])—]AC/C0]} AT, (792)

Here, we assumed (AC/C,)* <« 2. Thus, the bridge output voltage is proportional to the case
tilt, 6. The AccuStar® clinometer has a total range of +60° and a linear range of +45°. Its
resolution is 0.001°, its time constant is 0.3 s, and its =3 dB bandwidth is 0.5 Hz. AccuStar
offers analog voltage output, 16-bit serial digital output, and a digital pulse-width output
model.

An interesting variation on the dielectric liquid AccuStar® clinometers is the electrolyte
liquid clinometers manufactured by HL Planartechnik GmbH of Dortmund, Germany,
now a subsidiary of Measurement Specialties. Their D- and DPG-Series inclinometer sen-
sors use a conductive liquid instead of a dielectric liquid and operate as two, differential
arms of an AC-powered Wheatstone bridge. The electrodes must be a noble metal such
as gold or platinum to avoid corrosion. Their DPG clinometers offer ranges of +5° +10°,
+15° and +30° with a resolution of 0.001°. Output options include RS-232 digital format at
2400 or 9600 baud, analog voltage or current, a pulse-width modulation (PWM) signal, or
switch output signals.

7.2.6 Angular Position Measurement of Shafts

We have already discussed the use of optical coding disks in Section 6.9.1 and the use
of precision potentiometers in Section 6.2.5 in the measurement of shaft angles. Another
magnetic sensor used in angular position sensing is the Inductosyn® (Finden and Horlock
1957), manufactured by Farrand Controls, Ruhle Inductosyn International Division
(Farrand 1996, Ruhle 2009). Inductosyns have been used in the inertial navigation sys-
tems, the periscopes, and the fire control systems of Polaris, Poseidon, and Trident sub-
marines and in controlling rotary jig borers to achieve positioning accuracies of +3 arcsec
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and +0.0002 in. They have also been used as position-sensing transducers in the remote
manipulator system arm installed in the cargo hold of the US space shuttle. They also have
applications in missile fire control systems such as the British Rapier missile launcher.

Physically, the rotational Inductosyn consists of two, opposing, flat, toroidal cores, each
with a flat printed circuit coil with repeated, parallel hairpin turns attached to one flat
surface of the flat toroidal cores. The length of one complete cycle of the hairpin coil is
called the pitch, P. Inductive coupling between the two flat coils is used to measure the
angular displacement between the two coils. An AC current, generally between 2.5 kHz
and 100 kHz in frequency, is used as the excitation to one coil. The voltage induced in the
pickup coil is given by

o.(t) = kV, Cos(zge j( /)sin(nf.) (793)

where
k is the coupling coefficient
V, is the input voltage
0 is the angular displacement between the Inductosyn disks
P is the angular period of one hairpin turn
f. is the frequency of the excitation voltage

If a second pickup winding is located adjacent to the first, but given an angular displace-
ment of P/4 with respect to the first pickup coil, the voltage induced in the second coil is
given by

vi(t) = kV, sin(2m0/ P) sin(27f,t). (794)

Only the amplitudes of v; and v; change with 0/P; their phase and frequency remain the
same. If the space quadrature windings of an Inductosyn are excited by constant ampli-
tude carriers in time quadrature, the resulting output signal has a constant amplitude, but
its phase undergoes a 360° shift for an angular rotation of 6 = P.

Inductosyns (Farrand 1996, Koujili 2008) can be divided into absolute rotary sensors and
incremental rotary sensors. Inductosyns that have only one pattern of coils with a large num-
ber of electrical cycles have a small absolute measurement span (6 <« 360°) and are suitable
for sensing incremental position data. Excitation frequencies can range from 200 Hz to 200 kHz,
but the typical excitation is 2V peak-to-peak at 10 kHz.

Inductosyns that are used for absolute measurements where 6 can range up to 360° have
two coil patterns: in one approach, a coarse one-cycle pattern is combined with a fine
multicycle pattern. The outputs of both patterns are digitized and combined in synchro-
nization or correlation logic to provide an output that is both accurate and absolute. In the
other approach, two multicycle patterns are used, which differ by one cycle. The outputs
of the two, N/(N — 1), patterns are digitized and subtracted. The result of this subtraction is
digital coarse data that are then combined with one of the digitized fine outputs to provide
an output that is again accurate and absolute.

The available nominal outside diameters of Inductosyn rings range from 2 to 42 in.
Limiting accuracies for Inductosyn diameters of 3", 4", 7", and 12" are +2, +1.5, 1.0, and
+0.5 s of arc, respectively. Initial alignment and concentricity of the Inductosyn rings is
essential in order to realize the high angular precision cited earlier. Care also must be
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taken to avoid electrostatic coupling and ground loops to avoid artifact errors in the opera-
tion of these sensors. Inductosyns are used with custom electronics packages to give a
DC voltage output proportional to angular position between the coils. Because there is no
physical contact required between the Inductosyn stator and rotor, there are no brushes or
wipers to wear out, similar to the case of optical coding disks.

Farrand also makes a family of linear Inductosyns to sense absolute position displace-
ment. In some low-bandwidth applications, these sensors are competitive with LVDTs
(see Section 6.2.5.1).

7.3 Measurement of Linear Acceleration, Velocity,
Displacement, and Position

In this section, we examine certain means to measure the linear acceleration of structures
and vehicles with sensors known as accelerometers, as well as certain techniques for mea-
suring linear velocity and position. The output of a linear accelerometer can be integrated
to obtain a velocity estimate; a second integration yields a position or deflection estimate.
There are also other means for finding the velocity of particles, fluids, structures, and vehi-
cles, including the use of the Doppler effect with light, microwaves, or sound. Knowing
the precise position of a vehicle is really a navigation problem, and if done from within
a closed vehicle such as a submerged submarine or an aircraft flying under IFR, it is an
inertial navigation problem. On the other hand, the relative position of small objects and
structures can be measured with a wide variety of position sensors, including ones that
do not physically touch the object. This latter class of no-touch position sensors includes
the use of ultrasound, microwaves, and light in various schemes that utilize the waves’
propagation velocity, interferometry, or phase-lock techniques.

7.3.1 Accelerometers
7.3.1.1 Basic Newtonian Accelerometer

Figure 7.25 illustrates a basic, passive, moving-mass, linear accelerometer. A mass, M, is
restrained to slide inside a cylindrical case. There is viscous damping, B, between the case
and the mass, and a spring capable of compression or stretch is used to return the mass

LVDT |

LVDT core S S Stop

FIGURE 7.25
Passive, linear accelerometer. Mass position (x; — x,) is sensed by the LVDT and is proportional to the case
acceleration in the SS. See text for analysis.
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to its equilibrium position in the center of the case when there is no acceleration. The rela-
tive position between the moving mass and the case is measured by an LVDT. The LVDT’s
body is attached to the case, and the LVDT’s moving core is attached to the movable mass.
The case itself is firmly attached to the object whose linear acceleration is to be measured.
Typical application of an accelerometer includes the measurement of the acceleration of a
vibration table used to test the mechanical stability of components or to measure the up/
down acceleration of vehicle body while driving over a bumpy road or to sense vehicle
collisions and trigger airbag deployment. For a mass and spring accelerometer moving in
the x-direction, we may write, using Newton’s law,

0ZMJ.C.2+B(J'C2—J'C1)+KS(XZ—X1). (795)

Here, x, is the position of the case (and the structure whose acceleration we wish to mea-
sure), and x, is the position of the mass inside the case with respect to an external inertial
reference point (x = 0). This ODE may be Laplace transformed and put in the form of a
transfe